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¢ Zeta Alpha
, since 2019.

HQ in Amsterdam, office in SF since 2023.

Allows to turn proprietary
expertise into

A smarter way to discover
and organize knowledge

Zeta Alpha is the best
neural discovery platform
for public and private
documents. We streamline
how you and your team
discover, organize and
share knowledge — in Al
and beyond.
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PROBLEM: KNOWLEDGE REUSE IN THE ENTERPRISE IS Zeta Alpha
RIDICULOUSLY INEFFICIENT AND EXPENSIVE.

1. DATA FRAGMENTATION: 2. CLASSIC KEYWORD SEARCH
INTERNAL AND EXTERNAL
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SOLUTION:
ONE KNOWLEDGE CENTER: NEURAL SEMANTIC SEARCH IN ZETA ALPHA PLATFORM




ASK QUESTIONS, GET ANSWERS FROM EXISTING Zeta Alpha
INTERNAL DOCUMENTS AND CONNECT TO THE RIGHT EXPERTS

Zeta A' pha how can | best reduce our cost for AWS?

) Discover Internal Documents All the Web

Recommendations >
° @ Save Any time v Sources v Owner v Type v @ Neural Search ~ Relevance =

a» People
4,466 results
% Favorites

(B My documents how can | best reduce our cost for AWS? /' Visualization @ Go back Explore more

To best reduce your cost for AWS, you can consider optimizing your resource

Notes utilization, using cost-effective instance types, implementing auto-scaling, and 4 :
leveraging AWS cost management tools like AWS Cost Explorer and AWS Budgets[”A Engwmg e
Additionally, you can explore reserved instances, spot instances, and storage
optimization techniques to further optimize costs!™. It would also be helpful to allocate ¢ Cloud Computing
Q time for finishing the tagging of the Kubernetes resources in AWS to better understand 2 = ”engme"n#genginee,.ng

the cost breakdown(®!.
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Overview of infrastructure costs from Jan 2023 to June 2023 By June,
the highest cost per service are: 1. EC2 machines (61%) 2. S3 (9%) 3.
o reac EC2-other (8%) 4. EFS (3%) From the report we see that the EC ... more

B D0 pop U dlspayD Stanislas Shuvashish Praveen Joshi Silverio
Chaillou Chatterjee Martinez-
Fernandez

A Tags

.

People related to "how can Al be used to design more sustainable
buildings?"
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Zeta Alpha

WITH VOUR OWN DOCUMENTS
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What are the main points of this
regulatory policy? Use markdown.

TPAIIEZA THE EAAAAOZ

¢ The regulatory policy modifies
EYPQEYETHMA 9 poney

the Council Act No.
87/28.2.2013 regarding
supplementary temporary
measures on refinancing
operations of the Eurosystem
and the adequacy of collateral
(1.

It allows the Bank of Greece to
accept individual loan claims
against businesses, subject to
specific criteria [1].

Loan claims must adhere to
Greek law and meet
creditworthiness criteria [1].
Loan claims not serviced or
involving delinquent debtors
are not accepted [1].

The policy sets minimum
thresholds for loan claim
values and applies specific

ZYMBOYAIO NOMIEMATIKHE TTOAITIKHE

[NPAZH ZYMBOYAIOY NOMIEMATIKHE IMOAITIKHE API®. 124/21.03.2023

OEMA: Tponomoinon g Ilpaéng XENIT 87/28.2.2013 oyetkd pe
GUUTANPOUOTIKE  TPOCOPIVA  HETPRL 060V apopt TG TPpagelg
avoypnpatoddteng tov Evpocuotipnotog kat v KatoAAniotnta
TOV A6Q

To ZYMBOYAIO NOMIEMATIKHE ITOAITIKHE, agob éAape vmoym:

o) ta ApOpa 2, 350, kot 55 tov Kataotatikod g Tpanelog g EALGS0G, mg kupmbOEv
1oydEL,

B) v Ipa&n ENII 87/2 13 «Avtikatdotaon g [paéng INIT 82/27.8.2012
GYETIKA ME GUUTANPOUOTIKG TPOCOPIVE PETPAL OGOV aPOpt TIG TPAEES KOPLUG
avaypnuatoddmong tov  Evpoovotipatog kot v KatoAnidmnta  tov
ac@aretdvy (PEK B’ 482/1.3.2013), 6nwg tporomomifnke pe mv Ipaén INII
88/26.4.2013 (PEK B'1069/29.4.2013), tv [Ipa&n ENII 89/20.12.2013 (PEK B’
3433/31.12.2013), v IIpa&n ENIT 90/27.3.2014 (PEK B’ 848/4.4.2014), mv
[pa&n XENIT 93/5.8.2014 (®EK B’ 2246/18.8.2014), myv Ilpaén XENII
94/20.10.2014 (PEK B’ 2874/24.10.2014) v IIpa&n ENIT 95/28.11.2014 (PEK
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& Becoming Human: Artdicial ntelligence Magazine Al in Recruitment: How is it revolu
the hiring pro

2 | A L]
The way we hire has changed dramatically aver the last 10 years, Technology has beer
driver of these changes, especially through the intraduction of Antificial Inelligence (A
and ... more

# job matching biss

Grégaire Martin,
Fairness in Al appears as one of the major challenges of the field. In this tutosial,
cage of automated recruitr

a job matching blas.

@ Find similar

waxiv Fairmess and Bias in Algorithmic Hiring @

Alessandro Fabris, Nina Baranowska, Matthew J. Dennis & et al. (4)
Employers are adopling algarithmic hiring technology thraughout the recruitment pipel
Algorithmic faimess is especially applicable In this domain due to its high stakes and &
inequalitie ... mone
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w5aNg Al TOF FECrUmens ¢

I'm sorry, but | don't have enough
infarmation o answer your question. The
European Al A2t is a requiatary framewark
proposal that aims to address various
aspects of Al including risk assessmant
and bias mitigation [1]. However, the

ecific requirements related to using Al for
recruitment are not mentioned i the given
documents, 11 would be best to refer 1o the
official documentation or consult legal
caperts for detailed information on the
reguirements outlined in the Eurcpean Al
Act regarding Al use in recruitment

can you find docurments abaut the e
aan Al act and its effect on

uggested documents

Can you cheek the new documents and
what they state in terms of requirements for
Al in recruitment from the persepetive of
the EU Al Act?

Guided exploration
during onboarding to
new topics or projects.

Lookups in other
internal IT systems.

Conversation refines
queries like
brainstorming with an
expert.



THE FUTURE IS MULTIMODAL...
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Fig. 2: Overview of the proposed method. Our framework is mainly constituted with
two stages. In the initial stage, termed Frames Encoding, the ReferenceNet is deployed
to extract features from the reference image and motion frames. Subsequently, during
the Diffusion Process stage, a pretrained audio encoder processes the audio embedding.
The facial region mask is integrated with multi-frame noise to govern the generation
of facial imagery. This is followed by the employment of the Backbone Network to
facilitate the denoising operation. Within the Backbone Network, two forms of attention
mechanisms are applied: Reference-Attention and Audio-Attention. These mechanisms
are essential for preserving the character’s identity and modulating the character’s

% y y, Temporal Modules are utilized to manipulate
the temporal dimension, and adjust the velocity of motion.

The image is a schematic
representation of a process for
generating expressive portrait videos
from audio input using a diffusion
model. The process is divided into
two main stages: Frames Encoding
and Diffusion Process.

1. Frames Encoding: A reference
image and motion frames are
encoded using a Variational
Autoencoder (VAE) to extract
feature maps. These feature
maps are processed by the
ReferenceNet to capture the
identity and motion

[ +] (A:\k about document > )

/eta Alpha

Ask questions
about figures,
schemas, and
tables.

Use as OCR to
extract
information from
pictures.

Augment
documents with
new meta data.

The start of the
multi-modal
search journey.




ZETA ALPHA PLATFORM ARCHITECTURE
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/eta Alpha

Document ingestion pipeline
feeds the Index from data
connectors.

Access rights enforced from
ingestion to search

Search API provides query
processing and retrieval of
relevant documents, passages,
concept analytics, expert search

Hybrid search: hard filters and
keywords, as well as k-NN vector
search.

Answers API provides Search &
GPT integration for question
answering via RAG.


https://app.diagrams.net/?page-id=Xp1o9KcLNCvuLRBdCIL-&scale=auto#G1fFrI_jSKgn6oOcw6JFdvyCDnJadxCXHa

RETRIEVAL AUGMENTED GENERATION (RAG)

User Query

N

Neural
Search

\@ — Generative

Summary or
Answer

Top-5 passages

New mission:
Precision @ N

<a Zeta Alpha

When | have question, like:

What is the best way to
train a BERT model at a low
cost?

Not

What is the best way to
train a low cost RL model?

But

How to Train BERT with an
Academic Budget



THE R IN RAG: WHY NEURAIISEARCH?
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Zeta Alpha

Neural Search is Semantic Search.
Similarity vs, surface keywords
matching: bridge the lexical gap

Context and relationships crucial in
interpreting meaning: handles
complex and relational questions

Unstructured data accessible
without classification and
taxonomies, even multi-lingual and
cross-lingual

Multi-modal capabilities: potential
to combine text, audio, images and
video

10



FINETUNING NEURAL SEARCH FOR QUALITY Zeta Alpha

Precision@10 - Chemistry Domain

[ English [ German

anguage Models as Efficient
1.00 s for Information Retrieval

Luiz Bonifacio Hugo Abonizio
0.75 euralMind, Brazil NeuralMind, Brazil
C-UNICAMP, Brazil FEEC-UNICAMP, Brazil
Roberto Lotufo Jakub Zavrel
euralMind, Brazil Zeta Alpha, Netherlands
C-UNICAMP, Brazil
0.50
odrigo Nogueira
euralMind, Brazil
C-UNICAMP, Brazil
Alpha, Netherlands
0.25
Abstract
1ethod to efficiently use large language models
asks: via few-shot examples, an LLM is induced
0.00  documents. These synthetic query-document
5 o o | retriever. However, InPars and, more recently,
Baseline Neural - €5 Neural ft Neural ft + Neural ft + ft Hybrid ft 'y LLMs such as GPT-3 and FLAN to generate
reranker reranker reranker ¢ introduce InPars-v2, a dataset generator that

xisting powerful rerankers to select synthetic




Zeta Alpha

WHY IS ZETA ALPHA UNIQUE?

Proven , in Neural Search.
o Finetuned Neural Embedding models have >200% better search relevance.

For Knowledge Discovery in R&D and Tech Teams - Zeta Alpha has an unrivaled
breadth of and tools beyond just Search and Gen Al.
o Tags, Notes, PDF Chat, Knowledge Assistant, Recommendations, Sharing,
Visualization, Analytics, Expert Search and much, much more.

For RAG use cases - Zeta Alpha offers a secure, mature and customizable
for building bespoke LLM powered chat solutions.
o SSO, access control, on-prem, connectors, configurable Hybrid and
Federated search.

Bridging the advantages of DIY solutions like Langchain (flexibility, customization, but hard to move
from prototype to production) and one-size-fits-all solutions like MS Copilot (stable, Enterprise IT
ready, but not suitable for domain specific and customized solutions).



Zeta Alpha

WHY? - ZETA ALPHA & YOU

Make your teams more productive and reuse
in a central knowledge hub across languages and teams.

Unlock the knowledge inside
across your company, for:
o Management & Strategic Analysis
o Expertise Search & Project Staffing
o Onboarding and Knowledge Transfer
o Sales engineers & customer facing consultants

Streamline to your knowledge and
documentation using chatbots in product and learning portals.

We are looking forward to work with you to discover how Al can impact ROl on
knowledge for you.



