Industrializing your
Machine Learning

modaels

We enable your data products
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Applied Product Thinking

Data product consumptions depends
on characteristics: understandability,
discoverability, tfrustworthiness. These

define the success of your data
product approach.

MLOps

Implementing machine learning
models is the easy part. MLOps
simplifies the next step:
operationalising the models.

Information Management

A pragmatic approach to
information management,
focused on data quality and data
security enforces the level of
excellence for your data products

DELIVERING
DATA
PRODUCTS

DC|‘|'C| & AI H i\/e Key enablers for creating and delivering data products.

Data Platform

A fit for purpose data platform
grqvides the right technology to

vild and scale your data
products.

Decentralised Organisation

Data products need to be built by
the people that understand the
data. An effective data product
starts in business, not in IT.

Data Literacy

The end product should empower
internal and external people to
get access to insights. Data
exposure and the knowledge of
the people should be aligned.
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MLOPS

r WHY
J

O You want to automate your ML models
and integrate them into your decision
processes.

O The predictions are as accurate as
possible and reproducible.

O The model accuracy is stable throughout
time.

r WHAT J

O Through automated retraining we
improve the model by using the latest
data.

O Every prediction is compared to reality
to estimate the accuracy throughout
time.

O The predictions are generated and
saved on a chosen schedule and are
visualized in a dashboard.
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Proposed architecture
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Proposed architecture + add-ons
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Example integration

* Preprocess data * Model is trained on a * When accuracy
» Store processed data scheduled basis on latest increases, new model
version for fracking data version is persisted
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Example integration
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A phased approach
, O PP

Think Build Run

Determine the Deliver qualitative Support, monitor, evolve
fundamentals Seliielc Executed by AE
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The Think phase
, ©

WHY

O  Fine-funing of the functional and non-functional
requirements

O Getinsights in the source applications and
corresponding data models.

O Finalize technical architecture.
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The Build phase
, 9,

ML ML
Engineer Architect

Composition of
the tfeam.
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Product Owner Doy Toam  Soru

S The Build phase vy

Build

Opleveren van
kwalitatieve
software
Elke 2 weken

Our approach:

agile delivery.

Sprint R
(D Sprint Planning @ {—\ @ print Review
SPRINT ! v

2-4 weeks Product Inarement
p°d“°f° DevTea So M

D v (@ Team Retrospective @
NO CHANGES
Product anklog @  nduration or deliverables % %% %
% Product Owner p,, Tean\%

Serum Master
Product Owner

Co-think, co-act, co-deliver mindset. We adhere to the
following principles

«  2-week sprints; priorities first.

« The sprint-based approach allows us to react fo a
changing context: new insights, feedback, unforeseen
circumstances.

- The team retrospectrive stimulated evaluation and
modyffication of the way-of-working.

« Clear view on the backlog (short term and long term)
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Run

Support,
monitor,
evolve
Uitgevoerd
door AE

Overview of the

service.

The Run phase

In Scope

In Scope

In Scope

In Scope

ae

Customer

Support

«Functional and technical support (209
and 34 line)

eincident management (incidents,
questions, service requests)

*First line support (contact center)
*Registration of issues (AE service
desk)

Maintenance

¢ Planned releases for updates and non-
blocking bugs

*Software and framework updates, etc.

*Decide together with AE when
which releases will be done.

Change control

* Change requests / new functionality

*Decide together with AE when
which interventions will be
performed.

Monitoring

*Technical monitoring of the platform
e Status reporting
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The Run phase
, o

O We organize a predefined process, described in our
general SLA document.

‘ . O We use standard tooling (Jira Service Desk)

Run

support O We define SLAs and track them

monitor,
evolve

Uitgevoerd
door AE

O  We organize periodic service meetings to tfrack the quality
of the provided service.

Client Service Manager * AE Service Manager

e SPOC at customer for AE Service % e SPOC at AE for Client Service
Manager Manager

o Takes part in periodical meetings @ o Organizes periodical meetings

¢ Point of contact for escalation o Point of contact for escalation

orking in @
n U -|- S h e | | Support Staff Support Engineers
hd e Typically, responsible for 1st line L | I o Executes managed services

support conform agreements and SLA's

® Incident logging via standard Service Desk ® Reports to the AE Service
service desk application Manager




32 - 61 Days

Size

Estimate Range
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1
Containerization of model(s)

Possible fimeline

" 4
GO-LIVE
®

6
Persist data to database
2 4 4 3
Fetch data from Azure ML . - L . . L Github Action as simple
e Build training pipeline Build training pipeline Cl/CD
7
Create PowerBl dashboards
. 5
Github Action as simple S .
Cl/CD Build inference pipeline

*

start

*

1st month

Sprint - 2 week

* *

2nd month 2.5 months

15

Y Steering committee



