


Rapid Digitization and Impact on IT Operations c

A company'’s ability to compete in the
emerging digital economy will require
faster-paced, forward-looking
decisions

Application downtime costs Fortune 1000 firms $1.25B

to $2.5B per year

> The avg. cost of infrastructure failure is $10,000/hr;;
35% of companies take 1-12 hr. to fix an
infrastructure outage

> 17% need 2-7days to resolve an infrastructure failure

During an outage, 60% of companies took more than 15
min. to identify the team responsible for an outage

Data losses & outage cost enterprise $1.7 Trillion
globally

Enterprise IT teams are experiencing a significant
amount of repeat IT incidents. More than a quarter of
incidents had occurred earlier for 50% of companies

Modern enterprises need actionable and predictive insights to better manage vast
IT operational datasets
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Zero Incident Framework ™ c

EXPLORE THE
POWER OF
AUTOMATION
THROUGH

©2019 GAVS Technologies

ZERO
INCIDENT

200020 ¢ remediation of incidents helping

vAlD

ZERO INCIDENT ENTERPRISE™

Enabling

AlOps based TechOps platform that

enables proactive detection and

organizations drive towards a

Zero Incident Enterprise ™

Confidential 3



Outcomes Delivered

Single Pane of Proactive IT
Command Operations

~60% ~50%
Mean Time to Repair IT Operations
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~40% reduction in
incidents,

Agile monitoring &

elimination of Digital
Dirt,




Zero Incident Framework ™ — Solution Components c

/AN
Q))i ) G0 )

DISCOVER MONITOR  ANALYZE LEARN PREDICT REMEDIATE

Auto-discover End-to-end Analyze & Pattern based Predictive Prescriptive
all mission enterprise correlate Deep and techniques to  remediation

critical performance  alerts/events Reinforced prevent with minimal
workload & IT monitoring across tools Machine outages or no manual
assets Learning intervention

___________________________________________________________________________________________________________________

. Comprehensive set-of features to enable a Zero Incident Enterprise ™
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Discover
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Automatic application discovery Microservices-aware Real-time topology across

& dependen;y mapping - infrastructure-view layers - Infrastrycture to
actually running right now Microservices
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Monitor c

O El ®®

Infra Heatmap
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Business aligned metrics —

Apps Health Index, User Exp.
Index

End-to-end environment Proactively detect exceptions
performance management | based on metrics & thresholds
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Analyze
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Events correlation Root cause analysis

8o
Advanced Intelligent Incident
Analytics (AllA)

©2019 GAVS Technologies Confidential 8



Ledaln
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u FhoneBanidng BUSINESS_TRAN..  APPDYNAMICS AppDynamics has detected a problem with Business Transaction &itb&gt:Phone - EALT..  2019-03-13 14:13:.45 sne
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paad |
. . Automatic & iterative pattern

Reinforced Learning identification
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Predict
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@ O

Opp ID - 0000000891

Device 'EPCPSSV15 is consuming more
2 @ O B

Opp ID - 0000000877

B

1 L2 {1 &1 1 2 @1 81

T 55 mins = 30 mins Ca 50 mins ¢ 43 mins

Devicn EPCPV33Z is consuming more

% 9 @

Dovice ‘AACPSSV1S' ts consurning Memory

2 @ @ I

e

Processed / Void - 02

Opp 1D - 0000000872 Opp ID - 0000000874

P11 2 |1 81 F1 F2 ™1 81

Ca 20mins € -15mins Ca -20 mins * B mins
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& utilization

Capacity planning

(E‘,
Automatic Elastic
Orchestration

o

Predict & Prescribe to avoid

application failure
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Remediate
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Seamless automation ‘ . Automation of complex
of service actions Runbook automation workflows
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Digital Infrastructure Operations

Enterprise Infrastructure

User End-point Server Network  Database Application Storage Security VM Cloud Infra

Current Tools Universe

£ /s /s
Monitoring J ITSM J System ]
Tools Toolset

__________________________________________________________________________________________

Zero Incident Framework ™ ENABLED PLATFORM

1
1
1
I
Virtual Assistance [N
& Chat Bot based ¥
1
:
1
1
1
1
1

Enterprise Perf. Automation & ML
Mgmt. Driven

e

Analytics based User Experience

Single Pane of Command

1

1

1

1

. Inputs from ITSM Tools for User Reported

| incidents & Service Requests, Infrastructure,
:
1
1
1
1

Cloud & Application Monitoring tools
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Realizing Zero Incident Enterprise ™ 0

L
° Event i Advanced |
N 4_ Correlation i1 Intelligent
m G Incident i F“F;‘;l:"“[;““c'j":
. - \ | Pattern-based ' ------- T
I . Analytics RCA ' | Actionable
= g Isights
E [ Y I /'7
v/System Logs %;—’:@} E Q
v Events Learning
—o0
— v'Alerts v/ Automate incident
— . v Supervised learning v Self heal
Y Filter & . v'Unsupervised learning v Auto orchestrate
v Correlate ¥ Remove duplicates  painforced learning
v Prioritize & group events
v'Events, alerts, exceptions
v Application Discovery
v Application Topology Mapping
I Discover I Monitor I Analyze I Learn I Predict I Remediate
13
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Success Stories °
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#1 — New-age ServiceDesk for a Leading Public Relations Firm c

Benefits

Problem Statement Solution

8,000-10,000 tickets R

@ per month, handled by .oy Next generation digital service
a team of 30+ Agents IQ,I;} desk integration with social
media outlets

3500+ employees

311 across 67 locations;

65% millennial
workforce

10,000 tickets reduced to
6,000 of which 2,400 are
automated

40% reduction in tickets

Service desk team size
reduced from 33 to 24

30% reduction in response

Poor user experience i i L
\ : @@ V|.rtual supervisor for automated and resolution times
m ™ since no alignment o triage
3 .
' il between service

Ticket triage process
reduced by 50%

metrics & business Self help and resolution
pushed through BOTS

Prolonged triage
process due to
roaming profiles

Integrated view of the ticket
queue

Cost Reduction by over 40%

High Costs

o
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#2 — Incident Reduction through Predictive Analytics a multinational 0
manufacturer of household cleaning supplies

@
Current State Solution Components Benefits
 ReductioninS2 M
- recurring annual cost of CA
5000 devices and e & End-to-end monitoring toolsto $ 1 M
.
s 20+ tools. across - @ monitoring and Al- s perpetual cost
the enterprise -_. led command center
- *  97% reduction in noise
LL alerts
l_'] ~29,000 raw alerts ﬁ
1 ~ 1 1 o o o
(E7 and 42‘;0 NEIECHES = [ —=| Elimination of »  Productivity of command
per mon *=] redundant tools and 7 Center increased to over
- capacity related alerts 50%; reduction of team

— size from 26 to 11
58% non actionable —
|

J tickets

* |dentification of over 38%

— S of capacity-related fatal
= Sl e @ alerts and 18% high
Vi \  device/service priority incidents driving

30+ LO/L1 team which
is more than the
actual need

up/down related up the overall availability

* Increased visibility of IT

operations across 160
locations
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#3 — Spotting Application Weak Signals for a Leading Financial Institution c

Challenges Benefits

A 360° view of the
performance of different
infrastructure layers

Each application
monitored by 15+
monitoring tools

Near 80% accuracy in Event

Siloed operations correlation

team with no tool
integration resulting
in no real-time alert
correlation and 3-5
days of remediation

Reactive NOC

Time for root cause analysis
reduced from days to hours

Single dashboard integrating
all events and alerts from
multiple tools enhancing
collaboration across teams

support

Currently,  viewable
only by the NOC &
Monitoring team and
lack of a complete
view for Business
owners
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#4 — Incident Reduction for a major New York Hospital 0

Current State Solution Components Benefits
v ~1000 beds with 2 major _

facilities and 20+ satellite : & AterE e o v Reduction of user tickets by
centers - @f repetitive tasks — 439,
I

v i 9
v 6 patients/minute; and 140,000 = Systems uptime of 99.99%

E.R visits and 1.1 million visits E AlOps to — v" Cost savings of 40%
annually v Identify false positives
N M= i —— === ¥ Reduction in client IT effort
0 / Build incident e
. i Yy (o}
/300+ servers  supporting correlation data
clinical & business apps; : ¥ Predict problems in v 80% resolution on first call
instability in CCU and other . advance of user . |
vital support applications . - Impact e ¥ Reinvestment  in  core
- Centralized active hospital delivery function
v SLA in the range of 95 to 98% mon.itor.mg of
applications and
infrastructure

©2019 GAVS Technologies Confidential 18



is the new Normal
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