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Who we are...

Facts

* Foundedin 2010 in Warsaw, Poland

* In 2012 released Schedule/N® Workload Scheduling and
Automation

I n fl n I t e * June 2019 3rd generation was introduced and renamed for
‘ AutomateNOW!

Experience

« Team of professionals +15 yrs experience in Information
> Delivery (DW/BI)

* Gathered in leading global data warehousing practices of
Hewlett-Packard, IBM, Teradata, Oracle, Accenture and BMC

Focus
* Information Delivery is our passion

* We help Clients optimizing information delivery processes to
support business decisions better.



Schedule/N®

= Schedule/N® is the Enterprise Workload
Scheduling and Automation System with focus on
data processing and information delivery. ) Infinite

Sclc;edulaIN

= Allows to build, run, monitor and manage
workloads across a heterogeneous environment
of the enterprise.

= Provides SINGLE POINT OF CONTROL across all
Information Delivery platforms.

= Recognized as Value Leader for EMA WLA Report
Q4 2019, among BMC Control-M, Broadcom
Automic and Stonebranch.




Enterprise capabilities ), Infinite

Hiiin

Data Mart

Storage 5 ! ‘J il

Backup Syste;& —>

Reporting

Data Warehouse

mn



Schedule/N® introduces new philosophy ), Infinite

SLA Protection

Proactive

Services vs. Jobs epe i
Notification

Optimization

Centralized View and Capabilities

Monitoring

Advanced

Administration Automation

Flexible Job Scheduling Ease of Use
and Automation




Functional Capabilities EgnfjngteA

[ ] [ ]
= Flexible Job Automation
] You're logged in as: i
L !ﬂfjﬂ!tg logout
. . . Schedule In ; Service Monitoring 9
— Automation based scheduling, dependencies, s IR
18 scheduies v v i iz i gY|
- T CP Service Status Load Time Start Time End Time Duration SLA Deadline

calendar, events. e T s e s i

& ouns [l DAILY_MDO_S1 - 2012/03/05, 22:51:11  COMPLETED Yesterday, 22:51:11  Yesterday, 23:53:10  Yesterday, 23:53:27  00:00:17 00:58:11,

e Workflows. ] DAILY_MDO_61 - 2012/03/05, 22:51:11  COMPLETED Yesterday, 22:51:11 Yesterday, 23:53:31 Yesterday, 23:53:48 00:00:17 00:51:11
L] L “ Tasks T &4 DAILY_MDO_S51 - 2012/03/05, 22:53:07 COMPLETED Yesterday, 22:53:07 Yesterday, 23:55:14 Yesterday, 23:55:31 00:00:17
. Smgle Point of Control B aon manmnner i
B SERVICE_3 - 2012/03/05, 23:06:13 COMPLETED Yesterday, 23:06:13 00:08:11 00:10:16  00:02:05
g Stocks ] SERVICE_1 - 2012/03/05, 23:06:13 COMPLETED Yesterday, 23:06:13 00:06:28 00:08:09 00:01:41
. . L= B SERVICE_4 - 2012/03/05, 23:06:13 COMPLETED Yesterday, 23:06:13 00:09:18 00:11:04  00:01:45
_ O ne Syste m to d ef ine. monitor, contro | mana ge 2 s T —— Veserto, 230615 - wosss onovss
’ ’ ’ . ] 4 S01_S1-2012/03/05, 23:08:51 COMPLETED Yesterday, 23:08:51 00:09:09 0:11:11  00:02:02
d . h H kl d ] & s 05, 23:08:51 COMPLETED Yesterday, 23:08:51 00:09:08 00:56:27  00:47:18
a n I n t eg ra t e ete roge n I C WO r o a S ] T & S02 2012/03/05, 23:08:51 COMPLETED Yesterday, 23:08:51 00:09:09 00:56:28 00:47:18
&] S - 2012/03/0 ] — 10:31:09 103011 741 00:06:43
] L DMY_SERVICE - 2012/03/06, 10:31:03 | EXECUTING(0%) 10:31:09 103111 10:38:48 00:06:43

= Critical Path Analysis
— Ability to monitor and manage the critical oy |

processes and bottlenecks. S ey T
= Processing Forecasting
— Now your baseline and estimated time to | ”
complete. L
= SLA Protection s 1

— Track both OLA and SLA commitments. Provides
notifications, reporting and analysis.




Functional Capabilities

Event Driven
— Internal and external events detection
— Dynamic build capabilities
Workload balancing
— Access resources, quantitative resources
Managed File Transfer
— File events detection
— Transfers node-to-node
Open Integration
— APl to integrate with via web services
— Internet of Things Ready
Enterprise Scaled
— Scaled up to 10 Mio concurrently executed tasks!

— Security: access and communication

— Full auditability (SOX)



Full control over processes ), Infinite

: [PLUS]SPECT L_DANE 2016/01/07

Preview of executing
taSkS 4. Diagram v] (4 J‘ @ «ill ] J‘ © Force Completedl‘ @ Force Failed“ Prioritize HT_IJ LJ‘EJ (©) il %

&2 [PLUS]SPECTRUM_DANE 2016/01/07 > .. > S [PLUS]SPECTRUM_L_DANE_W 2016/01/07 > S& [PLUSISPECTRUM_L_DANE 2016/01/07

Description Opis Load Time Yesterday, 00:00:00
Processing Status |[ERGEUBMEN 11%), Active items: 12/164 Start Time Today, 15:14:10
Flags End Time Today, 15:2 3
Tags Duration 5m:36s
Priority 0
\;;3,3 Processing | »° Predecessors °C Successors |=; Resources [—% Post Processing Notifications ﬂ: Processing Variables
[ @ -] & | = | © | o« | Jo jo 1L i hd =]
[C]  1item Processing Status Flags Start Time End Time Duration
V3 Executing =
1 @ [ [PLUS]APN_DICTIONARY 2016/01/07 | Executing (82%) | | Today, 15:19:27 Om:19s
2 = |El| [PLUS]CALL_PACKS_DEFINITION 2016/01/07 _:] Today, 15:19:26 0Om:20s
3 = || [PLUS]CALL_PACKS_ORDERED 2016/01/07 _ Today, 15:19:26 Today, O0m:20s
4 [@ [ [PLUS]ADDRESSES 2016/01/07 | Executing (70%) | Today, 15:19:34 Today, om:12s
s [ [ [PLUSIFIXED_BRAND_INFO 2016/01/07 | Executing (83%) | Today, 15:19:27 om:19s
6 = |El| [PLUS]GENERAL_CODES_DETAILS 2016/01/07 —] Today, 15:19:26 Today, 0Om:20s
7 @ [EW [PLUS]IN_HU_LIST_DETAILS 2016/01/07 _:] Today, 15:19:26 Today, O0m:19s
s [ (B [PLUS]LOCATION_AREA_DETAILS 2016/01/07 | Executing (83%) | Today, 15:19:26 Today, 0m:20s
s [ (@ [PLUSIOCC_CODES 2016/01/07 | Executing (81%) | Today, 15:19:26 Today, om:20s
10 [ (W] [PLUS]PRICING_PLANS_HEADER 2016/01/07 —:J Today, 15:19:26 Today, 0m:20s
11 @ [EW [PLUS]RELOAD_ORDERS 2016/01/07 Executing (165%) Today, 15:19:26 Today, 0m:20s
12 D | [PLUS]TAX_AUTHORITIES_HEADER_ML 2016/01/07 _:I Today, 15:19:26 Today, 0Om:20s

e Total Records: 12

ault View ---- Hc X

4a Back Save Apply Reset Close



Process End Time forecasting ), Infinite

Estimation on each and
every level -

= '] (A J & Kill l J © Force Completed] © Force Failed] Prioritize l 1-] LJ i] @ @ il

WORKFLOW: [USA]W_GLOBUS_ALL 2015/07/19

Description tadowanie wszystkich tabel objetych POC Load Time Yesterday, 00:00:00

Processing Status _ Active items: 2/31 | Start Time Today, 11:12:28

End Time Today, 11:35:18

Flags

Tags USA m Duration 2m:22s

Priority 0

]

=] o
& Processing | @° Predecessors ®y, Successors

ora 2 Jmucsf o] ou ] Jo Jorerc]ulr]w]|m] X

Resources [:‘E‘"J Post Processing Notifications ]E Processing Variables

Item Processing Status Flags Start Time End Time Duration
» B B
1 @ [ @Completed & Today, 10:41:47 Today, 10:51:08 9m:215‘$
2 (] (W [USAJUSA_USA00_GLOBUS_ACCOUNT_NORM 2015/07/19 _2%) A Today, 11:12:30 Today, 11:22:30 2m:20s
2 @ [[&s [USA]W_GLOBUS_ACCOUNT 2015/07/19 (M waiting (Predecessor(s)) & 12m:48s
4 @ [0S [USA]W_GLOBUS_ACCOUNT_ALT_ACCT 2015/07/19 (M Waiting (Predecessor(s)) 8m:43s|=
5 = D;‘a [USA]W_GLOBUS_ACCOUNT_AVAILABLE_BAL 2015/07/19 @Waiting (Predecessor(s)) 0m:34s
e @ ML fiealw miARIIE ACAALINT IATNT HAINED 2N15/N7/10 fMarsitina fOradanaccnrfol) Am27e




Critical Chain Analysis ), Infinite

Gantta Chart and analysis of e —

bOttIe nECkS € Scrollitofirst »  — Zoomtofit + Baseline m

T Thu, 1AM/01 Thu, 2AM/01

Processing
59

%= [EKIP]EKIP_DAILY

i9? [EKIP]GLOBAL_DATE_CHANGE_K2BD101

[
>
{5 [EKIP]CM_FILES_DELETE ‘9‘
= [EKIP]EKIP_IPLAN h
[

= [EKIP]EKIP_MASS

g

$e? [EKIP]SETBATCHDATE_BBD
27 [EKIP]CLEAN_START

&= [EKIP]EKIP_DEC

&= [EKIP]EKIP_IP

§ [EKIP]CLEAR_BATCH_DATE
= [EKIP]EKIP_TUDLI

= [EKIP]EKIP_UDLI

= [EKIP]EKIP_FB

§8% [EKIP]JPCLI_CHANGE

8 [EKIP]I.2.11.4

% [EKIP]1.2.26.3

3 [EKIP]SET_BATCH_DATE
§5% [EKIPJENFORCMENTS_LB
2 [EKIP]JREM_FILE_GEN

= [EKIP]EKIP_WF

§8% [EKIP]JCHECK_GKO_FB

{8 [EKIP]CLEARBATCHDATE_BED
&= [EKIP]EKIP_AEDLB

&= [EKIP]EKIP_AEDLK

$e? [EKIP]JEKIP_END_DAY




Visualisation

Flow Diagram in monitoring
section for an Application

== Processing Diagram

Processing [PLUS]SPECTRUM_DANE 2016/01/07
Description SPECTRUM workflows collection

Tags EEZALUIN

Status -cuting (129), Active items: 3/31

Flags ;2?
End Time T 1
Duration 2h:01m:46s




End to End View
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Processing [PLUS]SPECTRUM
Description SPECTRUM workflows collection

TOP

SPECTRUM

Tags

ting (169%), Active items: 3/31

Status

Flags

End Time

Duration 2h:02m:57s

Close



Operatiors views ), Infinite

- [DMSAPBW]SAP_PRCSS_TMG 2014/11/20

Views of application’s logical
flow Workflow [DMSAPBW]SAP_PRCSS_TMG 2014/11/20 c } & Kill } J @ Force Completedl @ Force Failed} LJ LJ ij @J

Name [DMSAPBW]SAP_PRCSS_TMG 2014/11/20 To 3 Today, 30:12
Bl (OMSASOWISAP_PRCSS_DP 2054711720

Lorem ipsum dolor sit amet, consectetur f')' ) complated (Exk code: 0)
Description adipiscing elit, sed do eiusmod tempor

incididunt ut labore et dolore magna aliqua

9 (’ B (CMSASOWISAP_PRCSS_CS 2034/11/20 ,_’ Bl (CMSASOWISAP_AGGR_IS 2014/11/20 ,_’ Bl (OMSASOWISAP_RPT_IS 2014/11/20

Status items: 2/10 .., ... B S S ) Completed (xt cote 0 " -—I O w
B [HSASOWEAS ST paces NG 301471472 B s e s pog

Flags Completed (Exk cote: 0)

3 Completes (Exk cote: 0)

Priority 0 \.)‘ B (OMSAPOWISAP_PRCSS_0O 2014/11/20 B [OMSAOWISAP_AGGR_SH 2014/11/20 Pt B CoHSASOWEAS_ AT SN 2914131128

End Time calculating ... Completed (Exk cote: 0) o -—] €) waiting (Predecessar(s) |

Duration Om:35s

PRCSS_SM 2014,

3 Completes (Exk cote: 0)

e
Close
828 Auto Arrange Details Show Workflow Details Zoom




SLA Monitoring

Business can monitor
it on-line

- - -
), Infinite | A

Monitoring

ScheduleIN

Q@ # &

Schedule Design Resources

Archive

|II| &)

Reports Self Serv.

\/‘

Admin

DLTNET SYSTEMS

LR LUTS Europe/Warsaw

m 2 Monitoring > () Service Level Agreement .= Qyerview &» Workflows &5 Tasks ¥ Operational Level Agreements | @ Service Level Agreements

=

Service Level Agreement

I
B B

]

Status

[ @ [SYSTEMS]KHD_TFI_PATH 2015/06/08
[[]@® [SYSTEMS]KHD_BZWBK_REPORT 2015/06/08
[[]@® [SYSTEMS]KHD_LIFE_PATH 2015/06/08

4 [C] @l [SYSTEMS]COVERAGES_AGREGATE_CLAS_STRL_US...

= &= [SYSTEMS]W_COVERAGES_REPORTS 2015/06/08

’ I w0 T
2 2 S

0]

[ @ [SYSTEMSIKHD_MARKETING_D1 2015/06/08
(@ [SYSTEMS]KHD_SEZAM_REFRESH 2015/06/08
(@ [SYSTEMSIKHD_SPRZEDAZ 2015/06/08

[ @ [SYSTEMSIKHD_JV_PROD 2015/06/08

(@ [SYSTEMS]KHD_IKONTO_REFRESH 2015/06/08
(@ [SYSTEMS]KHD_ACRM 2015/06/08

12 [T] @ [SYSTEMS]CONTACTS_AGREGATE_ACRM 2015/06/08

13 [C] [ [SYSTEMS]GSYS_REMINDER_FILE_SEND_ACRM 2015...

14 [C] @ [SYSTEMS]PRODUCTS_AGREGATE_ACRM 2015/06/08

15 @ [J@ [SYSTEMS]KHD_JV_CLAIM 2015/06/08

(03}

x¥ Total Records: 464

@ [ @ [SYSTEMS]KHD_MARKETING 2015/06/08

[ Success
(¥ Success
o Missed
(JMissed
On Track
(¥ Success
(¥ Success
[ Success
(¥ Success
(¥ Success
On Track
(¥ Success
(¥ Success
On Track
(¥ Success

" Success

Deadline

Today, 18:00:00 (6h:

Today, 18:00:00 (6h:

Today, 18:00:00 (6h:

Today,
Today,
Today,

Today,

Today,
Today,
Today,
Today,

Today,

Today,

Today,

Today,

Today,

18:00:00
00:30:00
18:00:00
00:30:00
56m:00s)
18:30:00
18:00:00
18:00:00
18:00:00
18:00:00
56m:00s)
18:00:00
18:00:00
56m:00s)
18:00:00

18:00:00

Forecast with float

m

Today, 08:33:47 (Sh:26m:12s)

N

Today, 15:1

:57 (2h:47m:02s)

Today, 15:12:57 (2h:47m:02s)




360 Dashboard ), Infinite

Full view of last 24 hours SR ST - . omain [
), Infinite N T & wll A X
DFR AR S A . Monltoring  Design  Resources  Archive Reports Admin Administrator | Logout | Help
ScheduleIN
ScheduleIN > Reports > 2 Dashboard illy Current Processing [ Monthly Trends ‘ [ Dashboard
Task, 24h Status Stats Task, 24h Completion Stats Task, 24h Fall Stnts
chart by amcharts.com
chart by amcharts.com chart by amcharts.com “

PAVIVER

@ completed 1,158 15
@ Eexecuting 35 100 10
O o popggpeet ol Ll
Aborted 13 0 II - — | - T I | T | L |I | | 0 T T 11 T o ‘l | T
00:00 05:00 10:00 15:00 20:00 00:00 05:00 10:00 15:00 20:00
Task 10 Services Task 10 Server Nodes Task 10 Failed Tasks
chart by amcharts.com chart by amcharts.com Server Node | Processing End Time
SRV_RETAIL_NN [ o 1S osmmm SRV_UX
~ 00md42s  00m58 1
SRV_TTE3 N0 Imozsinimoomsssan PP0O2
‘00m25s  O0im1ss
SRV_PRINT_P3 o smi2osmmmms ARC_D
- O0im20s B
. = ©  0imi15s  00m 25s
SRV_SALES_STATUS BD_ETL |
©00m30s  0im1i0s
SRV_RETAIL_PP INOIm0SsInioomisssan 100
~ 0m22s
Notifications Send, Last 24h Stocks, Last 24h Self Service, Last 24h
chart by amcharts.com chart by amcharts.com chart by amcharts.com
PV 6 ulj m] LAY
4
50 100
2
0 , , . 0 0

r T
00:00 06:00 12:00 18:00 00:00 06:00 12:00 18:00 00:00 05:00 10:00 15:00 20:00



Reporting ), Infinite

= You're logged in as:
I

Set of pre-defined reports ), Infinite logout

s
> Daily Service

8 Monitoring ~ =
ReportDate: 7 |vDec |v|2012 |v
~

’- You're logged in as:

P logout
), Infinite

ScheduleIN® > Daily OLA Scorecard =)

8 Monitoring

1] Submit Report Date : 7 |v|Dec |v|2012 |v |7 1,J) Submit

[ service 10 Se Month Average | Start Time End Time Elapsed Time | Status OLA ID OLA Commitment Time | Start Time End Time Elapsed Tme  Float Status
nll Reports ~ ull Reports

[ BM_KONKURS_TFLS™  00:01:00 07/12/2012 12:27 07/12/2012 12:31 00:04:02 COMPLETED = OLA_S01_18S

Administration A . , ion A

[ szL_scor 00:02:00 07/12/2012 10:43 07/12/2012 10:46 00:02:13 COMPLETED & Administration OLA_S01_IBS 07/12/2012 04:30 07/12/2012 00:40 07/12/2012 06:12 -01:42:04 Missed
B Archive PN| [ 1MPORT_S24_MwAPP  00:12:00 07/12/2012 03:08 07/12/2012 03:19 00:11:40 COMPLETED R Archive | = oa_soz_Fuis

B cap 00:21:00 07/12/2012 12: 07/12/2012 13:08 00:41:48 COMPLETED OLA_S02_FMs 07/12/2012 07:30 07/12/2012 00: 07/12/2012 07: 00:22:55 Met

[ IMPORT_S02_FMS 00:05:00 07/12/2012 07:07 07/12/2012 07:10 00:03:33 COMPLETED = OLA_S03_OPICS

Ml TMPORT sS85 CTR nn:n2:00 07/12/2017 03:08 07/12/7012 03:09 | oneneas COMPIETED OLA_S03_OPICS 07/12/2012 03:30 07/12/2012 00: 07/12/2012 02:35 00:54:55 Met

Daily Service Execution

=) OLA_S04_SGW

OLA_S04_SGW 07/12/2012 03:30 07/12/2012 00:: 07/12/2012 01:02 00:22:03 Met
- | & OLA_S05_PRM
© | oLa_sos_prm 07/12/2012 03:30 07/12/2012 00:40 07/12/2012 04:03 03:23:04 -00:33:05 Missed E|

Month interval OLA commitment statistics

e ww w

e 2 2 2 2 2 2 2 2 2 2 2 2 2 ]
L~ A A S S S A R SRR AR
R R - I s R FP oS DN DD DT 2 g 4 z ] ¢ ¢ 2 ¢ 5 3 z - 5
S iiifZEiiZigiii2i4 222222228 EEEEiiii22:t ’ H ’ B Ry EE - ¢ N h
] m
You're logged i
logout
Operational Level Agreement :  TIA_DAILY_MAIN  |v 2012 |v 1,]] Submit
Summary
Sun Mon Wed Thu Fri Sat Monthly SLA commitment statistics # Monitoring
. 5 — S s Task : WI2APP_S15_CAD_§|v. Date From: 7 |v|Oct |v|2012 |v | Date To : i 11/ Submit
(1) @] M© © o ¥ Designer
Load Time Start Time End Time Elapsed Time Status
ull Reports
Py 3 P g 2 3 07/10/2012 23:00 08/10/2012 07:4 08/10/2012 07:45 00:00:14 COMPLETED
@ @ @ & Ad istrati
< © < < © ° LlAdnnSIston 08/10/2012 11:19 08/10/2012 19:33 08/10/2012 19:34 00:01:10 COMPLETED
09/10/2012 00:30 09/10/2012 08:22 09/10/2012 08:23 00:00:46 COMPLETED
s (V] = o e 10/10/2012 00:30 10/10/2012 08:20 10/10/2012 08:21 00:00:30 COMPLETED
11/10/2012 00:30 11/10/2012 08:20 11/10/2012 08:20 00:00:22 COMPLETED
21 22 23 o 24 25 26 . 27 127181901 Anean 1271819015 naia arnmatn e anwane1e oMo ETER
Q @ @ @ @ @ Service Execution Summary
28 25 30 @ 31 g M Met
() o © © [ Rl |
Service 1D Load Date Start Time End Time OLA Deadline Elapsed Time | Float Status
TIA_DAILY_MAIN 01/10/201200:00  01/10/2012 00:40  01/10/2012 05:33  01/10/2012 04:30  04:53:03 -01:03:08 Missed
TIA_DAILY_MAIN 02/10/2012 00:00 02/10/2012 00:39 02/10/2012 04:12 02/10/2012 04:30 03:33:04 00:17:23 Met
TIA_DAILY_MAIN 03/10/2012 00:00  03/10/2012 05:39  03/10/201205:39  03/10/2012 09:30  00:00:01 03:50:30 Met
TIA_DAILY_MAIN 04/10/2012 00:00 04/10/2012 05:39 04/10/2012 05:39 04/10/2012 09:30 00:00:01 03:50:33 Met
TIA_DAILY_MAIN 05/10/2012 00:00  05/10/2012 05:39  05/10/2012 05:39  05/10/2012 09:30  00:00:02 03:50:4 Met
TIA_DAILY_MAIN 06/10/2012 00:00  06/10/2012 00:39  06/10/2012 05:26  06/10/2012 04:30  04:47:04 -00:56:20 Missed 55
T1A_DAILY_MAIN 07/10/201200:00  07/10/2012 23:09  07/10/201223:09  08/10/2012 03:00  00:00:02 03:50:35 Met CE 3
TIA_DAILY_MAIN 08/10/2012 00:00 08/10/2012 11:26 08/10/2012 11:26 08/10/2012 15:19 00:00:03 03:52:32 Met




Benefit Areas

Service Reliability

Operational
Effectiveness

Full Control

20-30% less incidents

3 x shorter MTTR

20-40% faster processing
Forecasting ability

Proactive communication

Self Service for Business Users
SLA Monitoring and Protection

Automate of IT activities (50%)
Less operational effort (50%)
Proactive notification mechanisms
Process optimization capabilities

Full Control over processes

Full control over time of delivery
Full control over teams activities
Full control over vendors activities
and service level

3 X
More Reliability

> 25% - 40%
Lower Costs
4 x
Better Manageability



Our References

% ALIOR
. BANK

AVIVA

Z CREDIT
—— AGRICOLE

PsG

Automation of Bl / DWH Domain
Self Service Automation
over 30 users

IBM Tivoli replacement
Integration of 8 systems
Unleash automation

Enterprise Automation

900 servers, over 30 systems

Over 60 users

Replaces over 100 different scheduling tools and frameworks

BMC Control-M replacement
All core banking systems
Over 30 users

Improving the HP Innovation impact for Global Customers
Improve Profitability of MS Contracts by reducing Cost of
Running Service

BMC Control-m Replacement

38% speed up

25% less incidents

100% productivity growth
5 x faster time to recovery
Self Service Bl automation

20% less incidents
50% productivity growth
New automation capabilities

5% more effective HW platform usage
30% less incidents

30% service operations team productivity
Automation ME, DR, Analytics

50% TCO reduction
Double the area of automation
2 x faster incident detection

Service profitability growth by 50%
Better Service Level protection
Proactive notifications

WLA TCO improvement by 1416%



InfiniteDATA

Our Clients

—
. Z CREDIT Hewlett Packard
. —= AGRICOLE Enterprise orange”

@
o (7 PeG Plus®
accenture [ERADATA

L
-
tank Hipoteczny SGB/ Bank SA <ET0O

L Inflmte

illennium

& Santander

CONSUMER BANK

- SOFLAB



EMA Radar

FAVORITE FEATURES MENTIONED “What's super unique s the flexibiity
IN CUSTOMER INTERVIEWS: OHIAIERAIAES G NEntor

7

“We find the critical path “The console is
‘The ease of implementation analysis extremely useful.” transparent and

tops my list. Transitioning provides a full picture.”
from BMC was very easy.”

“l like that the product is
very visual. You can see
what'’s happening and
react very quickly.”

| EMA RADAR FOR WORKLOAD AUTOMATION (WLA): Q4 2017 © 2017 Enterprine Management Asscdiskes, Inc. | www erkesprisemanagement com

“We like using it to manage
cloud costs. Turning cloud
VMs on and off as needed
saves us 45% on cloud
computing expenses.”

“The product is cheaper,
better, and more flexible
than what we were using.”

“1 like that a junior admin with two
days of training can be effective.”




Automate NOW!



