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MODERN
ARCHITECTURE

Enterprise Architecture
Cloud Architecture
Cloud Computing

Data Lake

Data Engineering
Managed Services

DATA
MANAGEMENT

Data Governance
Data Quality

Master Data Mgmt
Reference Data Mgmt
Meta Data Mgmt
Data Lineage

Privacy & Security
Cybersecurity

Solutions & Service

ANALYTICS

Business Intelligence
Visualization
Machine Learning
Artificial Intelligence
Natural Language
Processing

RPA & IPA

Simulation & Optimization

APPLICATION
DEVELOPMENT

Software Factory
Mobile Apps

UX/Ul

Solution Development

Adastra delivers industry-leading solutions & services across the data & digital spectrum.
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/AN Adastra Success Stories

Adastra has successfully architected / implemented Azure Modernization

solutions for > 150 organizations in the last 24 months. Select clients:
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JA Adastra Key Partnerships
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/AN Adastra: #1 Modernization Partner in Canada

Microsoft Canada ranks Adastra as their #1 Modernization Partner

2021 Canadian Partner Winner for Three Awards: Analytics Impact, Al Impact, and Data Platform Modernization
2021 Global Partner Finalist for One Award: Analytics Impact

ABILITY TO SCALE COMPLETE STACK DELIVERY

With over 2500 GLOBAL staff, 500 CDN staff, Azure Infrastructure, Azure AppDev, Azure

and 250 Azure and Power Platform specialists, BizApps (0365 / D365), Azure BI Analytics, Azure
Adastra is ready to scale Big Data, Azure Data Science, and Power Platform
PROVEN SUCCESS — AGILE AND RESPONSIVE

Adastra has the best record in Canada, Adastra’s agility enables us to react / deliver
successfully driving customer Azure adoption / for SMB customers, while also having

ROI, for over 150 organizations in the last two yrs breadth / depth for Enterprise customers

BESTSHORE DELIVERY

—
— q Adastra’s bestshore delivery model ensures top global experts can be applied to any project, provides offshore

O economies of scale for heavy lift tasks, with global teams working in partnership with our on location experts.
Adastra offers global 24 / 7 delivery and support, through our NA, EUR, and ASIA teams.

EADASTRA



JA Adastra Microsoft Partnership

Adastra: Go-To Partner for Data & Al

Microsoft IMPACT Award Recipient:
« 2021 Analytics Impact Award
« 2021 Al Impact Award
« 2021 Data Platform Modernization Award
« 2020 / 2019 Commercial Partner of the Year
« 2019 Manufacturing Innovation Impact Award

M iC rosof-t Gold Data Analytics

Gold Data Platform Azure Migration Partner
Pa rt ner Gold Cloud Platform
Gold Datacenter Advanced Specialization for Analytics

=. Microsoft Gold Application Integration

Advanced Specialization for Windows / SQL
Server Migration to Azure

Lead Canadian Partner for Synapse Migration
/ Implementation

Product Team Collaboration for Azure Synapse
/ Azure Purview / Azure Databricks
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AZURE FOUNDATION

cloud adoption framework, well architected

framework, tenant design, resource naming,
service tag approach, network architecture,
governance design, tco analysis, hybrid network
implementation, devops integration, azure
foundation implementation, iac automation, ...

AZURE ANALYTICS

analytics assessment, analytics architecture,

analytics roadmap, data zoning, enterprise
model design (kimball, inmon, data vault), ETL

data pipelines, persona enablement, citizen
report development, trusted data as a service, ...

POWER PLATFORM

citizen development assessment, power platform

governance, roles / responsibilities, environment
strategy, CoE kit, canvas / model apps, power
automate flows, power automate rpa, power

platform dataverse, power bi datasets / reports, ...

Adastra Azure Specializations

AZURE APP / MIGRATION

app / data assessment, app / data decisioning

(lift / shift vs modernize), app / data
architecture, api architecture, microservices
architecture, app/ data security design,
migration roadmap, migration execution,
iac pipelines, devops integration, ...

AZURE BIG DATA

big data assessment, data lake design, Hadoop
integration, PySpark data engineering, ELT
pipelines, spark delta lake, spark streaming,
serverless compute, devops integration, ...

AZURE DATA GOVERNANCE

data governance assessment, data catalog, data

classification, data sensitivity, data use governance,
data privacy, data lineage, master data
management, data quality management, reference
data management, ...

AZURE SECURITY

security assessment, identity strategy, role

based access, secrets management, encryption,
data loss protection, api management, private
zone configuration /w zoning, siem / soar
integration, policy enforcement, security
implementation ...

AZURE Al / ML

advanced analytics assessment, cognitive service
integration, r&d model training / testing, mlops
implementation, ai / ml pipelines, data science
workbench automation, devops integration, ...

AZURE INTEGRATION PAAS

integration paas assessment, api management,
logic workflows, service bus management, event
grid distribution, peer to peer patterns, pubsub
patterns, managed file transfers, iot telemetry
streaming, iot edge device management, ...




Adastra Managed Services

Engage & Onboard

_________________________________________________

Needs Discovery

Sernvice Design
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service Transition

Run & Operate Manage & Control
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Adasira as your Digital Partner as a Service offers you enterprise-grade analytics capabilities, effective cost

management, and accelerated time to market
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JA Azure App Modernization @ OpenText (One Region)
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On-Prem Commercial
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Azure App Modernization @ OpenText (Cl/CD)
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JA Azure App Modernization @ OpenText (Global)
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JA Azure / GCP Hybrid APl @ OpenText
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JA Azure App Modernization @ Teck Resources

Use Case: Migrate 20 analytic applications, from
GCP to Azure, to position applications for ISV
offering (with the mining company as “customer
one”), in a net new Azure tenant.

Problem: Lack of security and b2b capability in ir KT MBI SCOREEARY| DMK e e R
GCP made it the wrong platform for ISV :

positioning, requiring migration to Azure. Also,
“R&D” type solutions had to be elevated to an
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operational level, to be ready to scale and deliver
SLA goals.
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Solution: Design new Azure ISV tenant,
supporting internal and external customers, with
the right identity, resource, dlp, bc / dr, change
management, infra as code, endpoint, and
monitoring configuration. Migrate 500TB data
lake, ingestion pipelines, analytics, and
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applications, to Azure, refactoring for best Ay v .
practices, operations and support. Enable the e TR -
mining ISV organization to develop and manage o p— —,
service delivery with a world class solution e p _
development ecosystem. - -

Outcome: Successfully migrated solution is
delivering $150M / year of internal value, and is
being sold / adopted by external customers with
projected 3 year value of $500M / year.



/AN Azure App Modernization @ Teck Resources
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Use Case: Deliver new reporting and
advanced analytic capabilities to customers,
through a centralized managed service
environment, to drive new customer
services and revenue, in a net new tenant.

Problem: Existing 300+ customers required
a locally installed and managed reporting /
analytic solution. Local deployment caused
significant overhead, higher support costs,
slow new capability integration, and limited
capabilities for customers.

Solution: Created a centralized analytics
platform, collecting real time telemetry data
from 300+ plants, to support both live
(warm) and historical (cold) path analytics.
Introduced new advanced analytic
capabilities to customers, and provided a
better user experience.

Outcome: Customer satisfaction improved
significantly. Customer productivity
increased by leveraging analytic data,
enabling proactive maintenance and more
efficient equipment use. New analytic
services became a differentiator for the
manufacturer.

Azure App Modernization @ Husky
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JA Azure App Modernization @ Husky
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Adastra
Modernization
Assessment Offer




Landing Zone Assessment Offer

+ Discover current data center, infrastructure, network and app/data landscape
* Collaborative discovery session(s) with customer SME’s
*  Optionally, create Microsoft Assessment as a Service report (scan systems / report migration estimates)

+ Define future state cloud goals and perform a gap analysis between current / future state

« Design future state Azure landing zone architecture aligned to goals
Tenant / management group / resource / tagging design
Hybrid network design (express route / vwan / s2s tunnel / apim / app gateway / vnet / hub and spoke / ...)
Layered network protection design (zoning / gateways / firewalls / nsg / asg / ddos protection / private link / ...)
Infrastructure as code design (arm templates / azure blueprints / terraform / ...)
Devops design (environments, work mgmt, code / artefact repos, build / release pipelines, testing / gating, ...)
Cloud security design (zero trust, identity, rbac, policy enforcement, exposure monitoring, siem / soar, secrets mgmt, ...)
Data security design (data classification, data use governance, data sharing governance, data privacy, ...)
Cloud governance design (event monitoring / auditing, cost management, alert workflows, ...)

Size and price Azure future state subscription pricing /w cost management strategies
Provide Azure costing and ongoing support structure / costing for 5 year Azure state
Define detailed plan and implementation proposal for Landing Zone setup

Define approach / roadmap for Data Use Case implementation (post Landing Zone)

Identify customer resource dependencies and pre-req steps to initiate Landing Zone




/AN Landing Zone Assessment Deliverables / Cost

= 1 x Azure Principle Architect

Task e e

. = 1 x Azure Network Architect = Cost: $50k
Azure Landing Zone Assessment )

» 1 x Azure Security Architect

Discovery findings, future state goals, and gap analysis report

Tool reports summarizing migration scope for servers / databases / applications (optional)
Tenant design specification

Network design specification

Devops design specification including Infrastructure as Code approach

Security design specification including identity, access, risk monitoring / mitigation

Cloud governance specification including cost management / cost alerting

TCO report for cloud modernization covering Azure run costs, Azure implementation costs, and
ongoing Azure support costs

Cost reduction techniques (Microsoft funding and Adastra discount options)
Detailed implementation plan and getting started steps

Roadmap for data use case onboarding




Adastra Azure
Modernization
Approach




JA Drive Differentiating Change

Successful cloud modernization requires
organizations create awareness, build a
compelling case for change, engage
stakeholders, and establish end user readiness

Adastra’s Organizational Change Management
(OCM) methodology is founded on key
principles, developed through best practice
research, practical, on the ground application
IN a range of environments and maturity level.

1. Establish a
Sense of Urgency
8. Embed & el
. Powerful
Sustain Change "
Coalition

o SRR 3. Create a Vision
Improvements

6. Plan For &
Create Short-
term Wins

4. Communicate
the Vision

5. Empower
Others



JA Desigh /w Azure Cloud Adoption Framework
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= First workload migration
= Expanded scenarios

\‘ = Best practice validation

Understand motivations —_—
Business outcomes
Business justification
Prioritize project

Digital estate 31 + Azure readiness guide
Initial organization alignment First landing zone

Skills readiness plan Expand the blueprint
- . . I t
Cloud adoption plan Best practice Validation @ nnovate

* Innovation guide

» Expanded scenarios

» Best practice validation
» Process improvements

» Process improvements
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Methodology + Benchmark Business commitments

initial best practice operations baseline »
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|
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Verify /w Azure Well Architected Framework

Recommendations for your workload Export to CSV

Actionable items to consider implementing to improve your workload across the five pillars of the Microsoft Azure Well-Architected Framework

Your overall results Categories that influenced your
results
EXCELLENT You're all set. You meet the criteria necessary and P *
_ are ready for successful cloud enablement. Reliability EXCELLENT
Security messsdess EXCELLENT
Critical 0-33 Moderate 33-67  Excellent 67-100 Cost
Your result:
* EXCELLENT
mmmmj— 55,100 Optimization
Operational
* EXCELLENT
Excellence
Performance I EXCELLENT
Efficiency

You can find out how to improve on individual categories by
reviewing the recommendations below in the report,
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Solution Delivery Approach
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» CX»

Analyze Architecture and Environments Design Build Design Post Go-live Support
+ Prioritize Business  Foundation * Define detailed + Develop solutions » Define detailed +  Defect fixes
requirements = Establish base technology requirements and implement reguirements » Data fixes
+ Prioritize Processes solutions and integrations * Plan current & user stories + Plan current & next * System
+ High-level Design = Validate technology choices next release = Develop training release performance fixes
Requirements . Develop Sprint Plans = Implement basic elements of »  Platform design materials and « Platform design «  Evaluate solution
and constraints - Design Curriculum of business functignality review, assets reviews +  Other application

training programs

Project Plan
« ldentify and
Validate Scheduling
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Warranty
Support

Test & Deliver

support services

Increment Planning . ..
* Increment/Sprint Validate Transition

- I e
+ Backlog refinement . Tral_lglng dellweryl
= Dependency = Val atelre ease in
alignment production
L I_I

I - B ¢ I R

Program Increments

Iesiesiesesie]

Release Cycle Execution

= Groom Dev Product Validate Trgnsition

Backlog Validate Transition + System and
+  Prioritization of user +  Unit/System/String functional
stories ) . +  Perform UAT integration testing
- User Mapping Sessions ——e UAT Verification for the entire
» Other ceremonies e.g. + Initial regression project across all
Sprint Planning, Review, = Initial integration dependent IT
Retrospective + System demo products

Project and Quality Management

Organizational Change Management

Technology / Infrastructure
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Pre-migration

Discover

Inventory
database
assets,
application
stack, and

dependencies.

Assess /
Design

Profile application,

data, and
dependencies.
Define Azure
solution design.

Confirm viability for
application migration

to Azure.

Migration
_
Evaluate / Migrate Data / Apps,
Convert Dependencies

|dentify frictions
related to Azure
modernization /
hosting. Convert
schema and
apps to work in
Azure if needed.

Migrate the
source schema /
data / apps,
implement
dependency
solution, perform
unit testing,
remediate testing
issues.

Application Migration Process

Data Sync

Sync your target
data with the
source to maintain
data currency,
during the
migration window.
This is relevant for
minimal-downtime
migrations.

-
g8 — B

Cutover

Cut over from the
source to the
target
environment.

Post-migration

<>

b
Remediate
applications
Iteratively make
any necessary
changes to your
applications.

Perform in preprod, then repeat in prod.

AN
|:|EI|]

Optimize

Based on the tests you
performed, address any
performance issues, and
then retest to confirm the
performance
improvements.

Run Functional &
Performance Tests
Iteratively run
functional and
performance tests.
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Azure Application Decisioning

Managed PaaS

Web: Azure App Service

Data: Azure SQL Database

Identity: Azure AD

LB: Yes (Azure Application Gateway)
HA/DR: Yes (Azure Traffic Manager)
Auto Scale: Yes (Native)

CI/CD Integrated: Manual
Implementation: Simple
Recommendation: Use for .NET / PHP /
JAVA / PYTH Custom Web Applications
with no O/S dependencies

Container PaaS

Web: Azure Kubernetes Service (IIS)

Data: Azure Kubernetes Service (SQL)
Identity: Azure AD

LB: Yes (AKS Controller)

HA/DR: Yes (Docker Repl and ATM)

Auto Scale: Yes (Native)

CI/CD Integrated: Implicit
Implementation: Complex
Recommendation: Use for any Custom Web
Applications and COTS Web Applications

approved for Docker / Kubernetes

IaaS

Web: Azure Windows VM (IIS)

Data: Azure Windows VM (SQL)
Identity: AD Domain Service

LB: Yes (Azure Load Balancer)

HA/DR: Yes (ASR / ARV)

Auto Scale: Yes (Scale Sets)

CI/CD Integrated: Manual
Implementation: Complex
Recommendation: Use for COTS Web
Applications not approved for Docker /

Kubernetes




/AN Azure Data Security Layers

Threat Protection

Network Security
Authentication

( recnce contrar)

Access Control

Data Protection

Customer Data

Multiple levels of security between
the user and data.
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Service

Azure Service Security

Details

Secret Key

Azure Key Vault

Store all secrets (credentials, certificates, ...) in a secure vault, and call
from vault in processes.

Monitoring / Reporting

Azure Monitor
Azure Log Analytics

Log Analytics covers event and performance monitoring and response.

SIEM / SOAR

Azure Sentinel

ML driven security incident / response detection and resolution.

Policy

Azure Policy

Applies Azure service policies across a subscription / management group.

Exposure Detection

Azure Security Centre

Azure Security Centre provides the Azure centric view.

Endpoint Management

Azure Application Gateway
Azure APl Management
Azure Private Link

< Route external connections to internal resources.
< Secure endpoint routing for external / internal connections.
< Provision private endpoints for Azure PaaS services.

Traffic Management

Azure Front Door
Azure Traffic Manager

< HTTP connection routing to regional / failover resources.
< DNS connection routing routing to regional / failover resources.




JA Azure Data Security

Resources Encryption at Rest Encryption in Transit Field Level Encryption Access Control
R GOLL Beialess v v Masking / Encryption Database, Object, Row,
Supported Column
Azure Data Lake \'4 4 Not Applicable Folder, File
Storage
D
Power BI v v Nt Supperiae ataset, Table, Column,
Row
Azure Data Masking / Encryption Dataset, Table, Column,
o v v Row
Pipelines Supported
Azure Synapse v v Masking Supported, Databasgélcljm(;ct, e
SQL Runtime Encryption Supported Soon
H H D 7 j 7 7
Azure Synapse Masking / Encryption atabase, Object, Row,
) v v Column
Spark Runtime Supported
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Azure DevOps Cl / CD

Azure DevOps CI / CD Process

Developers check-in code in DevOps development
branch

Code review by Lead/Peers

Pull request to move code to Master branch
Automatically triggers build & test processes once pull
request is complete

Automatically triggers release pipeline to deploy code
in multiple target environments through gating
approvals

Azure DevOps maintains logs of all build, tests,
release/deploy tasks

Pipelines are executed through Releases in DevOps

Azure DevOps Continious Integration & Deployment Process (CI & CD)

Development

Azure
DeyOps Repo

Bulld

Release

Synch Commit to ﬁ
[ START } »| Local Code »| Coding > Local
Solution Repository Developers
Commit to O
DevOps D - Cpgje Masterl:ull
EV Branch gvie Request Lead Developer
ol Build &
P|pel|ne Build
Ciy Manager
& 0
Deploy D
»<, Approve
DEV Release
Manager
Y
_ Deploy
Release QA/UAT
Bipeline
Y
. Deploy

Application Types
Supported

- Azure SQL Data Warehouse
- Azure SQL DB/SQL Srv.

- Azure Logic Apps

- Oracle, Java, etc..

- Azure Data Factory

- Web Apps

- Power BI

- PowerShell

- Azure Resource Deploy.

- Others...




JA GDPR Compliance

« Azure provides a robust set of security and data management capability that enables GDPR compliance.

« As standard practice, Adastra implements these security and data management services for our customers, to
position our Azure solutions for compliance, and to enable successful compliance auditing

« Capabilities Adastra will enable to ensure future GDPR compliance @ Volaris:
- Enable Azure Data Subject Request capability to align to GDPR “right to be forgotten” requirements
e Azure Data Subject Requests for the GDPR and CCPA - Microsoft GDPR | Microsoft Docs

« Implement Azure Security Center to activate unified security management and advanced thread protection

 Azure Security Center | Microsoft Azure

« Configure Azure Policy to ensure types of data stay within their required regions

* Azure Policy Cloud and Compliance Management | Microsoft Azure

« Follow Azure GDPR Blueprint best practices to ensure architecture and configuration is compliant
e AzureGDPR/Azure Security and Compliance Blueprint - GDPR laaS WebApp Overview.md at master - sukykaur/AzureGDPR - GitHub

« Leverage MS Cloud Compliance Center to evaluate current risk and prepare for GDPR audits

e Home - Microsoft 365 compliance

« Adopt Azure Information Protection to scan, label, and protect sensitive data

* Azure Information Protection | Microsoft Azure



https://docs.microsoft.com/en-us/compliance/regulatory/gdpr-dsr-Azure?view=o365-worldwide
https://azure.microsoft.com/en-us/services/security-center/
https://azure.microsoft.com/en-us/services/azure-policy/
https://github.com/sukykaur/AzureGDPR/blob/master/Azure%20Security%20and%20Compliance%20Blueprint%20-%20GDPR%20IaaS%20WebApp%20Overview.md
https://compliance.microsoft.com/homepage
https://azure.microsoft.com/en-us/services/information-protection/

Adastra Landing
Zone Approach




/AN Azure Well-Architected Framework & CAF

N

. Azure Well-
Documentation .
Architected

Review

Reliability ‘erformance
Efficiency

Reference Design
Architectures Principles

\/

Azure Advisor



JA Microsoft Cloud Adoption Framework for Azure

Achieve balance

Control & Speeld &
Stability Results

TeChnologV

Align business, people and technology strategy to achieve business goals with actionable,
efficient, and comprehensive guidance to deliver fast results with control and stability.



JA Cloud Adoption Framework

T T T T T e T T T T T T T T T T T —— \
' I
7 @ L]
X ' — = !
: Adopt |
Define Strategy : Plan Ready A Migrate l
I / « First workload mi_gration |
» Understand motivations +->{ + Digital estate 3| = Azure readiness guide &E?gﬁ:ﬂii;eﬁaiirg;ion :
» Business outcomes 1 |+ Initial organization alignment + First landing zone \ « Process improvements
» Business justification 1 |+ Skills readiness plan + Expand the blueprint | ; :
» Prioritize project 1 |+ Cloud adoption plan - Best practice Validation @ .'::r?o";:t;n quide :
| + Expanded scenarios I
| + Best practice validation
I * Process improvements :
|
. e e e e e ... |
o= = Em mm Em Em Em Em Em Em Em Em Em Em Em Em Em Em Em Em Em Em Em Em oEm e e =
| I
| C I
I =Y |
| I
< l Govern Manage ! :
| Methodology * Benchmark Business commitments |
I initial best practice » operations baseline « I
I Governance maturity Ops maturity I
| |




/AN Cloud Governance

This demonstrates the interactions between business risk, policy and compliance, monitor and enforce to create a
governance strategy. Followed by the Five Disciplines of Cloud Governance to realize your strategy.

Disciplines of Cloud Governance

Cost Management Security Baseline Resource Consistency
v

aluate & Monitor costs, limit IT Ensure compliance with IT Ensure consistency in resource

Spend, scale to meet need, security requirements by configuration, Enforce practices

create cost accountability applying a security baseline to for on-boarding, recovery, and
all adoption efforts discoverability

Identity Baseline Deployment Acceleration

nsure the baseline for identity Accelerate deployment through
and access are enforced by centralization, consistency, and
consistently applying role standardization across

definitions and assignments deployment templates



JA Foundation Step: Azure Landing Zone

Root Management
Group

1. Creation of Naming standards l l |

2. Creation of subscriptions ﬂln ﬁ ﬁ ﬁ } gm;lj;ggggfgh roc.

3. Setup of Azure DevOps project etc...

4. Build out of Azure foundation | | | |
Management Group } Sgljf;t;“}:};i;*ﬂpgf:‘;;g
Accounts POC, etc... B
Vnets | | | |

|
| I
Su b nets [f] [‘L ] [f] [r :I [.’] [.‘] [.’] [r ] } i;:?:i:;f (ﬁlroups for each

VNet Peering |

ure | | | Resources contained with
M Adminoles @ — < > (-} application based Resource
Azure Active oo *e® Groups
& sl D2 ¥ v

ah N

Directory tenant

| R . Global admin/User Access Admin
OOE -( levated access)

S RBACLG -

M hager

L 4% st

.

|_' Subscription
|—- [.‘] Resource Group
IEI @ i Resource

.
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Foundation Step: Azure Governance Design

1. Environment Factory:
Deploy and update cloud

environments in a

repeatable manner using
composable artifacts

2. Policy-based Control: Real-time
enforcement, compliance assessment and

remediation at scale

3. Resource Visibility: Query, explore &
analyze cloud resources at scale

5

Hashicorp.

Terraform

>H

ManaementGrous FEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEsEEEEEEEEEE

\ Subscriptions | : CRUD
. S : Query

Role-based
Access

Policy
Definitions
ARM
Templates

<

Policy Engine Azure
ATATTRS Resource

Azure Resource Manager (ARM) Graph
A A A A

v v v v
Virtual Resource
-

Blueprints
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Foundation Step: Azure VNET Integration

o S —

I Spoke 1 Subnets
LSpoke 1 VNet <. : .>

Gateway
Subnet

Spoke 3 Subnets
LSpoke 3 VNet <. : .>

> I Spoke 4 Subnets :

ISpoke 4 VNet (.5,

P2S VPN
Tunnel

=0

VPN
Client

!
ity

On-premises
Network HQ

S2S VPN l

Tunnel

On-premises
Network Site
2

Virtual network peering enables the
seamless connecting of Azure virtual
networks. Once peered, the virtual
networks appear as one, for connectivity
purposes. The traffic between virtual
machines in the peered virtual networks
is routed through the Microsoft
backbone infrastructure, much like
traffic is routed between virtual
machines in the same virtual network,
through private IP addresses only

Azure Supports:

* VNet peering - connecting VNets
within the same Azure region

* Global VNet peering - connecting
VNets across Azure regions




JA Azure Network Security Layers

—-—_"_'-—r__- . Sy \ \

— S .
~ ~ ~
Network Virtual NSG & Virtual Network Publlc IP DDDS B @

Appliances UDR |solation
- e P / Internet




JA Application Gateway + WAF

Application Gateway includes the following features:

1. WAF on Application Gateway is based on Core Rule Set
Zone 1 (CRS) 3.1, 3.0, or 2.2.9 from the Open Web Application
Security Project (OWASP).

Ag‘;{ﬁg?" :..l': 2. Secure Sockets Layer (SSL/TLS) termination
& — 3. Autoscaling
. —X%S attack=p-$€ ::::::: v/ﬂidﬁcquest =“__ 4. Zon? redundancy
"' ~4Valid Requesti» WAF 5. Static VIP
—sQL Injection=pY \ Zone 2 6. Ingress Controller for AKS
@ b S 7. URL-based routing
L7 LB \ B 8. Multiple-site hosting
o 9. Redirection
- - 10. Session affinity
11. Websocket and HTTP/2 traffic
12. Connection draining
13. Custom error pages

[N
D

. Rewrite HTTP headers and URL
. Sizing EADASTRA

[EEY
Ul

44
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How an Application Gateway Works

Firewall configuration

Q Qa 2

Frontend IP configuration and HTTP Setting /—> -
Frontend port HTI'P{.I:ITI'PS Virtual Machine
r
=
.

Virtual Machine Scale Set

E

Users

45

On-premises/external App Servers

HTI'P/ HTTPS Listener Rule @
Application Gateway Azure App Services
Frontend IP/FQDN Web Application Firewall Backend Pool

EADASTRA



/AN Azure Firewall

User configuration
L3-L7 connectivity policies

Microsoft Threat Intelligence
Known malicious IPs and FQDNs

Azure Firewall Standard provides L3-L7
filtering and threat intelligence feeds
directly from Microsoft Cyber Security.
Threat intelligence-based filtering can
alert and deny traffic from/to known
malicious IP addresses and domains
which are updated in real time to
protect against new and emerging
attacks.

Azure Firewall

Azure to on-prem
traffic filtering

Spoke VNets

)

On-premises

- VNET/VWAN

Threat intel, Web
Categories NAT,
network and
application traffic
filtering rules
allows inbound/
outbound access

Traffic is denied
by default



JA Azure High Availability

= |m[_1l'ﬂ"{ﬁl'd Build and run highly available Implement disaster recovery plans with
ETE availability applications with near-zero RPO/RTO data residency and minimal RPO/RTO
g 2
=
ul Premium Storage Availability Sets Availability Zones Azure Site Recovery / Region Pairs
| ' |
RISSIRSEEI . W oy pRSSS ; — ion?2
i Zone 1 ? ' Zone 1 ' E e
ﬁ_ g e I E-m] @ [m]
3 Single VM : ! RN Y T
o8 =N S e e R
o . E ; i
g 2 | (@eE—{mem) | ([@-Em—{Eem)  [E]
£F |
£ .2 I
[= 8
=8
= SLA 99.9% SLA 99.95% : SLA 99.99% | Industry-leading RPO/RTO
Isolated VM failure Hardware failure | Entire datacenter failure | Entire region failure
| eq. OS disk HDD issue  e.g. server rack issue | e.g. power/network issue | e.g. natural disaster
_______ J

https://docs.microsoft.com/en-us/azure/architecture/high-availability/building-solutions-for-high-
availability



https://docs.microsoft.com/en-us/azure/architecture/high-availability/building-solutions-for-high-availability

/AN Infrastructure as Code (laC)

Infrastructure as Code (laC) is the process of managing and provisioning computing infrastructure
(processes, bare-metal servers, virtual servers, etc.) and their configuration through machine-
processable definition files, rather than physical hardware configuration or the use of interactive
configuration tools.

= § |
m e =
J:|_J1

y
y

|

48



JA Azure DevOps

?

e
Azure Boards Azure Pipelines Azure Repos
Deliver value to your users faster Build, test, and deploy with CI/CD that Get unlimited, cloud-hosted private
using proven agile tools to plan, works with any language, platform, and Git repos and collaborate to build
track, and discuss work across your cloud. Connect to GitHub or any other Git better code with pull requests and
teams. provider and deploy continuously. advanced file management.

Azure Test Plans Azure Artifacts
Test and ship with confidence using Create, host, and share packages with
manual and exploratory testing your team, and add artifacts to your

tools. CI/CD pipelines with a single click. https://azure.com/devops



JA Cloud Operation Model

A comprehensive set of capabilities needed to successfully operate cloud-based environments

DevOps and Infrastructure Automation

+ Release Management
»  Continuous Integration
»  Continuous Deployment
= App Version Support Automation

Infrastructure Management

» Infrastructure Provisioning
= Site-to-Site VPN Connection management;
Infrastructure IP and routing configuration
Management » 05 Image/Patch Management
Backup Management & Disaster Recovery

Client Compartmentalization

ITIL Service Management/ServiceNow™ Security, Risk & Compliance

+ Triage & Escalation

Automated Monitoring, Ticketing & Alerting
Change & Configuration Management
Incident and Problem Management

Event Management

Cost Management & Billing

Account Management
Consolidated billing
Cost allocation & optimization

Monitoring and Logging

Centralized log aggregation across platforms
Infrastructure capacity performance and
Metwork health Monitoring

Security event and incident monitoring through
SIEM solution

Cost
Management
& Billing

Reporting &
Dashboards

Compliance and
Governance

Monitoring
and Logging

Identity & Access Management
Vulnerability Management

Data Protection, Encryption & Privacy
Security Monitoring

Infra. Security Hardening

Antivirus management

Reporting & Dashboards

* Service Management Reports
Consumption & Billing Reports
Account Health Check Reports

» Security & Compliance Reporis

Compliance and Governance

Integrated Controls Framework
S0OC2, PIPEDA, IS0 27001, PCI
Compliance certification roadmap
Policy based resources provisioning
Tagging and Quota management




/AN Cloud Operating Model Journey

The journey to achieve target state maturity will require tangible changes to organization culture and
skillsets, ways of working, and also service delivery and operations to achieve long term success

P3 Ongoing.: Continuous operations
within standard. Working toward |

mature model. o
-

P2 Baseline: Automate, document, - . .
- - Operating Model
-
’O' - Redistributed operating
- model with key
- - Stable Cloud capabilities aligned to

-~ Operating Model product teams

Operations are stable and
predictable. Standards are
routinely met or exceeded

P1 Transition: Onboard, develop
runbooks and support plans

Cloud Operating Model Maturity

Baseline Cloud
Operations
] Operations takes over
Operational support from project
Support team.
Project teams support
operations on a best efforts
basis

v
A
"~
v

«—— 1 month —»<«—— 4 months

51



Adastra Landing
Zones Design
Examples
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Enterprise Landing Zone:

Tenant Design

Galileo Digital

[ﬁ] Root Management Group

[ﬁ] Prod Management Group

Application Production
Subscription

[." Shared Data Services Resource Group

[‘] Prod App Shared Services Resource
.’ Group

[."] Prod Domain 1 Resource Group

[."] Prod Domain n Resource Group

[ﬁ] DevTest Management Group

[ﬁ] Shared Services Management Group

4 Subscriptions

12+ Resource Groups

Application DevTest
Subscription

Kh Shared Core NW/IT Services
Management Group

Dev App Shared Services Resource [.0’] Test App Shared Services Resource Shared Core NW/IT

Group Group Subscription
. S )
Dev Domain 1 Resource Group .‘ Test Domain 1 Resource Group
Networking Shared Services Resource
Dev Domain n Resource Group [.“] Test Domain n Resource Group [."] Groups g

Kh Shared Data Services
Management Group

Shared Data Services
Subscription

[” Data Shared Services Resource Groups




/AN Enterprise Landing Zone: Network Architecture

Saa$S Applications

ETQL- Quality |
Improvement

| AZURE Paas l
AZURE Saas
l I DMZ H—llt, | - SERVICES SERVICES
BSM Sales and ADP — Payrall b—- <' - '> e i o I
BRES  ppikation  vneT | e e P o
I | AZEiewall CEPICSUGH =ty ublic raffic codesyne, auto i, )

4 ~ I l Gateway CIHE T DNS Manager
| [ Sa8A HA [ Zehescni Cnine Internet

I
o
8

Mana, ent
L Management ,J l

PRIVATE LINK

Saskatoon Office

|

|

| Tmeis T T |
Head Quarter | |

Express Rou‘te|
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~ Spokel-Prod ! | Spoke2-DR j|
. & - a = |
I~ . I
<'°'> Hub APP VIMs ~ APPVMS |
(avadability Sets, E (svadlsbility sets,
VNET ; ‘Subnets,asef Subnets, AR} |
@ g Domain
= controller
Gateway —
BRSBTS -,
m . Subscription
i .
(S hmmisene e B S ertvate DS SRR D)
A
S — o4 7
e ‘ms -
I Saskatoon(SASKTEL) S Siibincyiption rSpokeEl—UAT |

I 1 1
1 11
I 1 LI

| VNET

UAT WORKLOADS

(%] &)
= = | sse |
E 2 Coo> ?
(o B NSG
d d
= &
= =

=

L Primary Data Center i i :l—Spoke 5- IEV - | r STgok?q. _75|T7 - l ﬁ
- — — — — | ‘} ot
I— — e— e f— — -l | : sNE? g | <VN§ NSG l Subscription

9 i
—_— L — —

| o oL
| CSP CSP
Subscription

Domain Controller
Brazil, Shanghai, and

Singapaore _I

Azure Security Center Azure Sentinel Azure Active Directory Premium Azure Key Vault




JA Data Landing Zone: Network Design
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JA Data Landing Zone: Spark Architecture

SOURCES INGEST STANDARDIZED ACCESS
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/AN Data Hub Architecture
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Application Architecture

EXTERNAL |
USER

BROWSER

- raster analysis

- feature layers
- map layers
- story data
- tools: geoplanner,
insights, workflow
manager, workforce

PUBLIC ZONE
AZURE FRONT DOOR == ===seeacea- ROUTING FOR
DATA CENTER
DR / GEOACCESS
.% AZURE APPLICATION GATEWAY
PRIVATE ZONE
INTERNAL > 4-§-; AZURE LOAD BALANCER ========== I 1 AZURE VIRTUAL AZURE API MANAGEMENT 7
USER @ DESKTOP (OPTIONAL) GATEWAY
- CORE SERVICES EXTENDED SERVICES T
BROWSER APP LAYER AZ1 : AZ2 “ AZURE v AZURE
| EI VIRTUAL EI VIRTUAL
AZURE | AZURE MACHINE MACHINE
ARCGIS PRO EI VIRTUAL | EI VIRTUAL
@ MACHINE | MACHINE GEOANALYTICS GEOEVENTS SERVER(S)
| SERVER(S) - collect streaming data
| (1 OR 3 SRVS) - push event data
@ ARCMAP GIS PORTAL | GISPORTAL - geodata engineering
- presentation | - presentation
|
|
| AZURE
AZURE | AZURE EI VIRTUAL AZURE
@ VIRTUAL | @ VIRTUAL MACHINE @ VIRTUAL
MACHINE : MACHINE MACHINE
GIS SERVER | GIS SERVER NOTEBOOKSFRVER(S) II.VIAGESERVEI'?(S)
N . | N A - data science - image collections
- gis services | - gis services .
: . - python programming - raster data
- extensions | - extensions
| - docker per dev
4 v
DATA LAYER
AZURE AZURE AZURE
saL FILE EI VIRTUAL
), DATABASE SHARE MACHINE
TILE CACHE STORE RELAT/OI\}AL STORE FILE STORE BIG DATA STORE
- scene layers - arcgis app data - file data (1 OR 3 SRVS)

- geoanalytics data
- location tracking
- mission data
- streaming data
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/AN Service Architecture with DR

CSP SUBSCRIPTION CSP SUBSCRIPTION
EA SUBSCRIPTION (CENTRAL US) (EAST US 2)
(CENTRAL US) (PER ENVIRONMENT) (DR REQUIRED FOR PROD ONLY)
<. . .> AZURE VIRTUAI#ICV;;\EA\IION?; EEVLED &> AZURE VIRTUAL NETWORK
- PEERING fe-cus-core-it-vnet AZURE IAAS VM DR is manually decisioned / initiated by Fleet Complete.
AZURE VPN GATEWAY f?g 10.1.*.* 10.150.*.*
o v v Azure VM: Use Azure Recovery Services to maintain a replicated copy of Ataccama / Gateway VM’s
@ AZUREVM @ AZUREVM AZURE SQL DATABASE in East US 2. In a DR scenario, use Azure Site Recovery to manage the DR failover, and activate
GATEWAY APPLIANCE (> MANAGED INSTANCE VM’s in East US 2. Manually adjust gateway VM'’s, to target East US 2 Azure Paa$ services.
CONVERSIONS MDM ATACCAMA DB’S
——DR—>| P - —
—J_ AZURE PAAS SQL MI DR is either manually decisioned / initiated by Fleet Complete, or auto.
m FLEET LOCAL NETWORK ¢ " Ql y / Y p
LOCALAD 192.168.*.* @ AZURE VM @ AZURE VM ~, DYNAMICS 365 Azure SQL MI: Run two SQL Ml instances; one in CENTRAL US, one in EAST US 2. Implement an
FLEET instance level failover group, to sync all db data from CENTRAL US to EAST US 2. In a DR scenario,
SYNC ON PREMISE INTEGRATION F&O BUILD manually (or by auto policy) make the failover db’s writable. Clients have the DR instance
v DATA GATEWAY RUNTIME (D365 LCS MANAGED) configured as a secondary target, in their connection strings.
AT =
@ AZURE ACTIVE DIRECTORY = «\ -
FLEETCOMPLETETENANT [ =\ ————=___
A Teemsa,
hl
I
| . - P
IA AZURE | AZURE PAAS DR is manually decisioned / initiated by Fleet Complete.
| PAAS | |
| : Azure Data Storage tiers require data replication to the DR site:
| Y | - Azure Service Bus
C3)  AZURE API GATEWAY ! { ‘f}} AZURE LOGIC APPS @ AZURE DATA FACTORY ! - Azure Data Lake Store
SECURE EXTERNAL < P MSG/MFT WORKFLOW ELT WORKFLOW | - Azure Databricks
COMMUNICATION ! PATTERNS PATTERNS | - Azure SQL Data Warehouse
} | - Azure Analysis Services
I
| : NOTE: For non-storage tiers, in a DR scenario, manually deploy logic from DEVOPS, into services
& AZURE FUNCTIONS } "'  AZURE SERVICE BUS AZURE DATA LAKE | within the DR location.
COMPLEX WORKFLOW ! : STORE i
TASKS | MSG QUEUES FILES : Azure Service Bus: Implement Premium tier. Pair primary / secondary queues. Creates a pair alias.
! 4Q, 4Q FT—DR—>{ Pairs kept in sync. In DR scenario, Fleet initiates, by switching alias to point to DR secondary queue.
> |
. l> 777777 - : Azure Data Lake Store: Implement GRS tier (rather than LRS tier). Replication occurs within 15m.
— AZURE DATABRICKS AZURE SQL | In DR scenario, Fleet initiates, by requesting Azure point ADLS DNS to DR site.
ENVIRONMENTS Z"  AZURE EVENTGRID i
—_ DATA WAREHOUSE
ATACCAM MANAGE “MULTIPLE BIG DATA ! Azure Databricks: Fleet must manually script deployment of their cluster config / notebook logic to
IAAS AAS AAS I N o N .
TYPE AZURE A D365 1 D365 S, D365 PBI SUBSCRIBER” QUEUES DATA SCIENCE EDW | the DR site, to keep the DR site in sync. Keep the DR site cluster paused. In a DR scenario, start the
PAAS I1AAS F&o F&o CEP SAAS | DR cluster, and source from the DR sites ADLS.
FC-CUS-PRD- | FC-CUS-PRD: i
Azure SQL Data Warehouse: Turn on Geo Replication. Database events will be replicated to the DR
PROD INT-RG INT-RG PROD PROD PROD AZURE ANALYSIS |
ﬂ AZURE LOG ANALYTICS SERVICES I site, within 4 hours. In a DR scenario, create a restore point and start a new DW cluster from it.
EVENT LOGGING FOR I
PREPROD | . . " .
FC-CUS-DM- | Fe-CUS-DM-| fodno- Pp— ALL PAAS SERVICES SEMANTIC MODELS Q | ?zurle Al;alysﬁ Sterll'wce. llj\llflﬂnfually Ir)e:g;:loz ntwodels, from devops, to a DR site Azure Analysis
oM INT-RG INTRG | dmtest1 dmtest-1 N | ervice. Process the models from DR site cata.
FC-CUS-UAT- FC-CUS-UAT- P
uAT INT-RG INT-RG fc-fno-uat fc-orm-uat-1 -7
FC-CUS-SIT- | FC-CUS-SIT- fe-crm- =
. e AZURE SAAS DR is manually decisioned / initiated by Microsoft.
SIT INT-RG INT-RG | fcfno-test3 sandbox-1 /A P AZURE
-
FC-CUS-DEV-| FC-CUS-QA-  fe-fno- -
DEV INTRG e N N e N B v . -7 SAAS D365 uses SQL geo-replication to copy transaction data within 5s.
FC-CUS-DEV- fcfno-build- Y 4 D365 uses Azure Storage replication to copy file objects within 15m.
R 2 Ly D DYNAMICS 365 D DYNAMICS 365 ‘ T POWER BI —DR—¥| D365 SLA provides 10h RTO and 5m RPO.
SALES F&O0
fe-fno-dev-3 (D365 CEP MANAGED) (D365 LCS MANAGED) REPORTING PBI uses Azure Storage replication to copy file objects within 15m.
fe-fno-dev-2 @ @ C.; PBI uses SQL geo-replication to copy config / metadata within 5m.
fe-fno-dev-1 PBI SLA provides 4h RTO and 15m RPO, with read-only DR.
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Kevin Harmer “ “‘
Managing Director / Lead Architect 4‘ lk '!‘ lqﬁﬁiﬁy ] HH”
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