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Hybrid cloud, a reality today
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Regulation
Sensitive data

82%

4%

Customization

Latency Enterprises believe a Enterprises have a hybrid
hybrid cloud will enable cloud strategy, up from 74

business growth’ percent a year ago?

Legacy support

Sources: 1. Avanade, Global Study: Hybrid Cloud—From Hype to Reality (Dec 2014), 2. IDC Cloud Predictions for 2015 (Dec 2014).



Customer environments and application
requirements are evolving

Single control plane with Azure Arc

How to govern How to ensure securityacross  How to best enableinnovation How to meet regulatory
and operate across the entire organization? and developer agility? requirementsand overcome
disparate environments? technical hurdles?
100's—1,000's of apps Diverse infrastructure Multi-cloud
L] FYH
4 VMs ||| Databases r= Datacenters Hosters [ [ | Microsoft Azure
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Azure

The only consistent, comprehensive hybrid cloud
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Azure Hybrid

Innovation anywhere with Azure

N vmware
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Bring Azure services
to any infrastructure

Single control plane with Azure Arc

Modernize datacenters
with Azure Stack

Extend to the edge
with Azure loT



=@ Microsoft Azure

Manage & Operate your infrastructure from the Azure control plane
and run Azure services on your infrastructure
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Azure Arc
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Multi-cloud Datacenter Edge




=@ Microsoft Azure

Azure Arc
Azure Arc enabled infrastructure Azure Arc enabled services
Connect and operate hybrid resources Deploy and run Azure services outside of
as native Azure resources Azure while still operating it from Azure
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Multi-cloud Datacenter Edge




Azure Arc use cases

Organize and govern At-scale Kubernetes Run data
across environments app management services anywhere
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Azure is already trusted and
proven by our customers. Azure
Arc usés the same APIs'and the
same control’plane as Azure,
providing consistency across
the hybrid infrastructure, which
increases productivityand
reduces risk.”

Mike Deluca
Global Lead for Hybrid

With-Azure Arc, we can centrally
manage multiple edge locations
and help our customers grow
and expand-across the continent,
creating more jobs and economic
opportunities along the way."

Calvin Karundu
Software Engineer

For me, the main benefit is

that my managers do not have
to go to three different places

to see the health of our database
environment. | want to reinforce
this over and over again because
that's what's driving us.”’

Kristina Melo
SQL Database Administrator
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Customer challenges when hybrid

Complexity
“I need to have health visibility in a single pane of glass to
all my existing and future infrastructure and applications.”
Compliance
"I need to manage security and incident management
across my public cloud and datacenter assets.”
Inconsistency

“I want my on-prem skills to work in the cloud,
and my cloud skills to work on-prem.”

&

Multi-cloud

Regulation
"Our DB layer must remain on-premises due to sensitive
patient data and data availability needs.”
Latency
"We can't take a dependency on the internet. If we lose
connectivity, we still want to be able to access the data.”
Legacy

"Ourolder systems take too much maintenance. We want
evergreen technology and to pay for it like a utility.”

(2
B:l
Datacenter

Edge




=@ Microsoft Azure

A Azure Arc |
v
Azure Arc enabled infrastructure Azure Arc enabled services
Connect and operate hybrid resources Deploy and run Azure services outside of
as native Azure resources Azure while still operating it from Azure
Visibility Flexibility
Bring distributed Windows, Linux, SQL and Reduce risk and adhere to regulatory requirements
Kubernetes together a single plane of glass by deploying cloud services on-premises
Compliance Latency
Reduce risk and cost by establishing a single Deploy data services on-premises, close to
governance frame forall your workloads without your data sources with support forboth
additional overhead or additional approval processes disconnected and connected workloads
Consistency Always current
Simplify the way youwork by consolidating tooling and Get evergreen SQLand PostgreSQL Hyperscale
using cloud-native technology and practices everywhere on-premises with a cloud billing model
=) |
& =H{
Multi-cloud Datacenter Edge




=m Microsoft Azure
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Azure Arc

Bring Azure services and management to any infrastructure

Organize and govern
across environments

Get servers and Kubernetes clusters that are
sprawling across clouds, datacenters and
edge under control by centrally organizing
and governing from a single place.

|| M

At-scale Kubernetes
app management

Deploy and manage Kubernetes
applications at scale across environments
using DevOps techniques, ensuring that
applications are deployed and configured
consistently from source control, at scale.

PR
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Run data
services anywhere

—®

Deploy and manage data services
where you need it for latency or
compliance requirements. Stay always current
with evergreen SQL and seamlessly manage
and secure your data assets across on-
premises, clouds, and edge.




Azure Arc enabled infrastructure

Bring on-premises and multi-cloud infrastructure to Azure with Azure Arc

Azure Arc enabled servers

Organize, inventory, and monitor
Governance and Security
Simplified role-based operations
Physical, Virtual, Windows, Linux

HEl Windows
M Server

s
dWs

Red Hat SN

AWS Linux 2

Now available

Azure Arc enabled SQL Server

Organize, inventory, and monitor
Governance and Security

Use withyour existing SQL servers

SQL on Windows or Linux servers

Now in public preview

Azure Arc enabled Kubernetes

Organize, inventory, and monitor
Governance and Security
Monitoring and Policy
GitOps-based zero-touch deploy

® O

i AKS on Azure

e Stack HCI

RANCHER OpensShift

Public preview




Customer scenario
Organize & govern across environments

Overview

A large financial institution has sprawling server-based IT systems
deployed in corporate datacenters, hosters, and multi-cloud.

The sprawl is overwhelming, and it is impossible to manage and apply
consistent governance across the environment and meet compliance
needs

Business requirements

» Manage a mix of bare metal, Windows and Linux servers across
locations and disparate systems

* Enable IT to apply at scale governance and security policies across all
servers

» Enable application owners to apply, audit and remediate compliance
to meet their own requirements

Multi-Cloud

=@ Microsoft Azure

\aws, éY Google Cloud

= CA —
— T i -@- sQL

On-Premises / Hosted Datacenters




Customer scenario
Organize & govern across environments

Key benefits from Azure Arc

* Asset organization and inventory with a unified
view in the Azure Portal

» Universal governance anywhere through Azure
Policy

 Centralized agent management— Monitoring,
Security, Update Managementand more

Built-in server compliance rules

Central compliance view across all servers

Self-service remediation

Integration with Azure Lighthouse

Multi-Cloud

=@ Microsoft Azure

\awg ¢ Google Cloud

Azure Arc

Azure Management
(Azure Resource Manager, Azure Policy,
Azure Portal, API, CLI...)

Azure Arc

SQL

: O
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On-Premises / Hosted Datacenters




All resources

All resources
Export to CSV

Subscription ComputePM LibrarySub - 010 Resource group 2 selected © Type 2 selected ©

Showing 1 to 8 of 8 records. L] Show hidden types ©
D Name Ty Type 1 Resource group T
ﬁ FilesvrHR-Linux-WA Machine - Azure Arc RGVMs
ﬁ SQL-Win-OR Machine - Azure Arc
ﬁ SQLWinHR-Redmond Machine - Azure Arc
ﬁ WinCore-HR-Utah Machine - Azure Arc

slat-lob1 Machine - Azure Arc

FileSvrEng-Linux Virtual machine

FilesvrHR Virtual machine RGVMs

L
O
O
U
O
U
U

SqiSvrHRReport Virtual machine RGVMs




Win2019

Win2019 - Policies

AUTO-5Nul Policy feature launch | Ability 1o tag ensting resources ot scale

o Scope Type Compliance state Search

Disaster recovery ComputePM LibrasySub - 010/rgvn ! - ¢ n e

Update management

Overall resource compliance Non-compliant policies
mwentory

Change tracking O% . 1 4 ©

'
f1

Conhguration management

Policiet Scope } Compliance state Compliance

command N M ComputePM LibrarySub - 010 € Non-complant
ComputePM LibrarySub 10 © Non-comphant
Monitoring

nputePM LibrarySub - 01.. © Non-compleant
ghts (preview)

¢9218fel-¢3¢ch-47¢c8-301d4-0 o Compliant
Alerts

c9218fe1-03¢b-47¢8-201d-0 @ Compliamt

c9218fet-03ch-47¢8-201d & Compliom
Dragnostic settings

e3cb-47e8-201d-0 & Compliant
Advisor recommendations

e3cb-47e8-201d-0 & Compliam
& Compliam

a Connection mon
&2 Compliam

Support + troubleshooting i
Comphamt

< Resource health
= ; ‘ 18fe) 0 & Comphant

Boot diagnostics - X
¢9218fel-e3ch-47¢8 @ Compliamt

rfformance diagnost




Home > ContosoAuto

ra ContosoAuto | Update management » &

Automation Account ©® Directory: Microsoft
L Search (Ctrl+/) « E Schedule update deployment + Add Azure VMs Qﬂ Add non-Azure machine

34 Overview Non-compliant machines @ Machines need attention (4) @ Missing updates (20) Failed update deployments @ Learn more

@ Activity log O Critical and security 0 Critical 3 O o Update Management

&)\ | out of 4 Other 4 Security out of 60 in the past Provide feedback
Access control (IAM) Not assessed 0 Others thirty days

¢ Tags

Machines (4)  Missing updates (20) Deployment schedules History

ﬂ Diagnose and solve problems

. X Filter by name C li LAl Platf Al @] ting System: All
Configuration Management s ompliance atform perating System

%9 Inventory Machine name Compliance Platform Operating system Critical missing upda...  Security missing upd...  Other missing updat... Update agent readine...

= Change tracking Compliant

contoso-cloud-linux-1 Non-Azure Linux 17 Ready (view)

State configuration (DSC) Compliant

contoso-linux-1 Non-Azure Linux 17 Ready (view)

Update management DESKTOP-0SK4C00 Compliant . :
P 9 P Non-Azure Windows Ready (view)

E1 Update mana )
P gement DESKTOP-ROTB7U6 Compliant NomAzure Windows Ready (view)
Process Automation
;% Runbooks
x Jobs
Runbooks gallery
2 Hybrid worker groups

£ Watcher tasks

Shared Resources
(© schedules

E4 Modules




Azure Arc enabled servers

Bring on-premises and multi-cloud servers to Azure with Azure Arc

H
N

H
H
Reach

Linux and Windows
VM and Bare-Metal
Domain agnostic

v

Organize
and Inventory

At scale searchable inventory
Unify management experience
Consistent VM extensions
Integrate with Azure Lighthouse

o
v

Governance
and Security

Built-in Azure policies
Server security baselines
Compliance across environments

Centralized agent management —
Monitoring, Security, Update
Management

Role-Based
Operations

Central IT to manage
at-scale operations

Workload owners manage
based on their access

.J/.
08

Any infrastructure, familiar tools

»




Azure Arc enabled servers

Azure Arc enabled servers are auto-enrolled with additional Azure services

Additional services

Hl Windows [ Azure Policy
W Server Azure Defender
m Azure Sentinel
> .
:‘ e Azure Monitor
adWsS Change and inventory tracking
Red Hat S—1 Update management
AWtz Azure Security Center

Just turn them on when you want to use them




Azure Arc enabled servers
The future of Microsoft Endpoint Configuration Manager (formerly SCCM)

The Azure management services enabled by Azure Arc can replace much of the functionality of MECM, but
we recommend a gradual transition based on the use case. In some cases, MECM cannot be replaced yet.

On-Premises VMs

MECM + *i

Azure Arc

s -
» < Capabilities
A

Change and inventory tracking

Update/patch management

Security




Azure Arc enabled servers
Co-management with Microsoft Endpoint Configuration Manager (MECM - formerly SCCM)

Use case

Azure management service

Software updates on Windows Server
machines anywhere

MECM tracks and applies software updates to
Windows Server machines in your organization

enabled by Azure Arc

Azure Update Management uses the Log
Analytics agent and can run on supported
Windows Server OS for patch/update control

Software updates on Linux machines
anywhere

N/A

Azure Update Management uses the Log
Analytics agent and can run on supported
Linux distributions for patch/update control

Software updates on your Windows
clients (running say Windows 10)

MECM manages the deployment of software
updates to clients in your organization

N/A

Software updates for on-premises
systems which are behind an internet
gateway

MECM can work with and configure cloud
gateways. Boundary groups. Proxy etc. to
manage the machines

Azure Update Management can work with the
Log Analytics Gateway, to manage machines
behind proxy and firewalls

Server inventory and information
collection

MECM CMPivot can provide real time state of
machines in the environment

Azure Automation Change Tracking and
Inventory tracks changes in virtual machines and
server infrastructure

Run custom scripts on machines

MECM has an integrated ability to run custom
PowerShell scripts

Use Custom Script Extension in Azure or Process
Automation in Azure Automaton to create and
manage PowerShell scripts and workflows,
Python scripts and graphical runbooks.




Azure Arc enabled servers
Co-management with Microsoft Endpoint Configuration Manager (MECM — formerly SCCM)

Use case

Azure management service

enabled by Azure Arc

Create, manage and deploy applications
on machines

MECM can manage deployment of applications
and packages with automation built-in

Use Azure Custom Script Extension to deploy
apps and packages to VMs, doesn't have a Ul
like Software Center in MECM

Manage OS upgrades

MECM can deploy and update Windows via
different methods and automate tasks

N/A

Manage policies to mitigate malicious
attacks and security vulnerabilities

MECM manages policies for Windows Defender,
Bit locker, VPN etc. to secure machines

Azure Security Center provides unified security
management and advanced threat protection
across hybrid cloud workloads.




Azure Arc enabled SQL Server

Data management benefits for Azure Arc enabled servers

b ~

Governance

Flexibilit Management .
y 9 and Security
VMs and bare-metal servers Searchable inventory Azure Policy
On-premises and multi-cloud SQL Assessment service Azure Defender

No migration needed for existing SQL Servers



All services

SQL Server - Azure Arc

Dashboard Ad Vanage view ) Refresh 4 Exporttocsv  °% Open quer O Feedback
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Azure Database for Postgre...
Servers - Azure Arc
Kubernetes services
App Services
Virtual machines
Subscriptions

ve Directory
Cost Management + Billing

Monitor




Dashboard
All sery
FAVORITES
2 All resou
es0Urce groups
Recent
Azure SQL
SQL databases
SQL servers
SQL managed instances
aged data
Azure Database for Postgr
Servers - Azure Arc

Kubernetes services

~ App Services

Virtual machines
Subscriptions

Azure Active Directory
Cost Management + Billing
Monitor

Security Center

Help + support




Customer scenario
At-scale Kubernetes app management

Overview

A retailer with 100s of stores would like to moveall in-store
applications to containers running on a K8s clusters

They are faced with the challenge of how to uniformly deploy,
configure and manage their containerized applications across
multiple locations

Business requirements

* Bootstrap a new store to fully run with the applications and
configuration that this store requires

* Enable IT to apply and monitor at scale governance across
all stores

» Monitorthe state of applications and configurationin all stores

* Integrate DevOps and Safe Deployment Practices for
applications running in stores



: A M t
C u Sto m e r Sce n a rl O (Azure Re::urrece N?amaaggrr,nAez:re Policy,

Azure Portal, API, CLI...)

At-scale Kubernetes app management

Key benefits from Azure Arc

 Assetorganization and inventory with a unified
view in the Azure Portal across all locations

 GitOps-based model for deploying configuration
as code to one or many clusters

» Application deployment and update at scale

 Source control based Safe Deployment
Procedures when rolling new applications and
configurations

» Developertooling agnostic—use the tools they
want




Kubernetes services

Microsoft

+ Add =2 Edit columns C) Refresh "z Try preview

Subscriptions: 1 of 42 selected — Don't see a subscription? Open Directory + Subscription settings

CDM QaaS PM ' All resource groups

1 items

NAME RESOURCE GROUP

-f:':- OnPremCluster1 Kubernetes cluster - Azure Arc OnPremClusters

w53 AKSClusterl Kubernetes service AKSClusters

All locations

LOCATION

West US 2

West US 2

All tags

No grouping

SUBSCRIPTION

CDM OaasS PM

CDM QaaS PM




Dashboard > OnPremCluster1 - Configurations

% OnPremCluster1 - Configurations
ok r { I ©® Directory: Microsoft

« + Add a Configuration C) Refresh

E:

i Overview

ﬁ Activity |Og CONFIGURATION NAME OPERATOR INSTANCE NAME OPERATOR NAMESPACE OPERATOR SCOPE OPERATOR TYPE REPOSITORY URL LAST MODIFIED

s Access control (IAM) K8sSecurity K8sSecurity K8sSecurity Cluster Flux https://github.com/contoso/k8sSecurity ~ 7/22/2019, 7:28 AM

14 Tags ShrinkageDetection ShrinkageDetection ShrinkageDetection Namespace Flux https://github.com/contoso/shrinkage 3/22/2019, 5:42 PM

Settings
Policies
Configurations
Properties
Locks

Export template

Support + troubleshooting

New support request




Azure Arc enabled KUbernetes Now in Preview

Connect, manage, and operate Kubernetes clusters and applications running anywhere using Azure Arc

& {} 4- <

: Operate Govern
Connect Configure )
and Monitor and Secure
Support for multiple flavors Configure GitOps workflows Azure Monitor Integration Built-in Azure Policies
Deploy to an existing cluster Enforce desired state across clusters Health status reporting Cluster security baseline
OSS ecosystem friendly Cluster & Namespace support Cluster & App observability Role-Based Access Control

Compliance across environments

?
t 5‘ Any infrastructure, any Kubernetes
s © @ O

kubeadm AKS OpenShift EKS GKE VMware Tanzu



Customer scenario
Run Azure data services anywhere

Overview

An Energy company aims foran efficient and fully automated
operation with Al everywhere

Customer operates various production sites, as well as run
utility transporting from extraction to retail distribution

Massive data volume at the edge and need real-time insights

Business requirements
* Leverage existing OEM hardware and any Kubernetes

» Automationat scale forIT control systems e.g., HA/DR,
backup, CI/CD, DevOps

* Latest innovation automatically deployed from edge to cloud

+ Consistent security and governance

Private Cloud - Enterprise business systems challenges

</> Lots of manualeffortforCl/CD, especiallyfordata tier

Variety of DB engines, with versions facing EOS,
securitysiloes; no elasticscale

vou Mix of containersand VMs on OEM hardware

Data aggregation Model updates

Edge - real-time processing challenges

B~ Customcode needed for

</> streaming, data syncand Al Sensors

Legacy, basicdatabase

with no Al built Actuators

OEM edge servers/workstations

Azure data services
Customer-managed services
on any infrastructure

SQL q




Customer scenario
Run Azure data services anywhere

Key benefits from Azure Arc
* Anyinfrastructure, any K8s

» Always on the latest, no end-of-support
with evergreen SQL in Azure SQL DB

* Elastic scale on-premises with
PostgreSQL Hyperscale

* Azure SQL Database Edge with built-in
Al forreal-time edge analytics

« Automationat scale with unified management
of all data & Al assets

» Market leading security & governance
consistently deployed everywhere

</>

Lots of manual effort for CI/CD, especially for data tier

Variety of DB engines, with versions facing EOS,
securitysiloes; no elasticscale

Mix of containers and VMs on OEM hardware

f

K8s management Azure Arc enabled data services

Azure Policy -
Azure Role-based Q
control u

Azure Security Center

</>

\

Customcode needed for

streaming, data syncand Al Sensors

Legacy, basicdatabase

with no Al built Actuators

OEM edge servers/workstations




Azure Arc enabled data services

Bring Azure data services to on-premises, multi-cloud, and edge with Azure Arc

PREVIEW Azure SQL Managed Instance ‘ Azure Database for PostgreSQL Hyperscale

Always current

Automated updates
Evergreen SQL
Hyperscale on-premises

Disconnected support

Cloud benefits for both disconnected and connected workloads

1
K

o

Elastic scale

Deploy in seconds
Scale up, scale out
Automation at scale

Any hardware, any Kubernetes

AN
| =)
N

Unified management

Single view for on-prem and clouds
Consistent workflows



Azure Arc enabled data services Architecture

Data/Azure Admin

% > Hm Microsoft Azure
| Azure Arc Integration Azure Portal
‘ Identity Resource Inventory
Azure Data Studio Azure RBAC & Policy ~ Logs & Telemetry Azure CLI
— < Advanced Data Security  Backup Retention A
Azure Arc Extension Deployments & Config Consumption
: |
M azdata CLI <€ l
‘1’ 4 A 4 \
=
e Azure Arc Data Controller PostgreSQL Hyperscale Azure SQL Managed Instance Future Future
bt data services Analytics Engines
API Azure Arc Integration p—y = [ eeccee
e o0 "0
Monitoring &logs | Patching & Updates & & & 4 g
- u :oo
Backup Scaling fluentbit collectd fluentbit collectd
HA/DR Provisioning

5| Kubernetes npup
API upupup

upup

INS

AKS on Azure Stack HCI

Any Kubernetes Cluster

g ® O

OpenShift

kubeadm

GKE VMware Tanzu
Any Infrastructure




Which SQL Database deployment do | need?

=m Microsoft Azure €<——

Where will the SQL DB

> Outside of Azure

Microsoft

A 4

What do | need?

v

4

be deployed?
L Who do | want to manage 3 [ will
i the SQL instance? 1
v v

Full instance
More control

Just a single SQL DB

Shared pool of resources
for multiple SQL DBs

\ 4

Managed Instance

l

\ 4

Single Database

Elastic Pools

Azure infrastructure

Azure Arc enabled SQL Managed Instance

bak

Any Kubernetes Cluster

Any infrastructure




Which PostgreSQL Database deployment do | need?

=m Microsoft Azure €<——

Where will the PostgreSQL DB
be deployed?

> Outside of Azure

A 4

Microsoft <€

Who do | want to manage
the PostgreSQL instance?

What do | need?

Just a single server

Superior scale for multi-tenant apps &

real-time analytics apps

Azure Database for PostgreSQL
L —

W

Azure Database for PostgreSQL Hyperscale (Citus)
= ®)
%,

\ 4

Azure Arc enabled PostgreSQL Hyperscale

FI s

Any Kubernetes Cluster

Azure infrastructure

Any infrastructure




Built-in Capabilities

Database security features

Deployment Model

Customer Infrastructure

Management capabilities comparison by deployment model

Azure

SQL Server / PostgreSQL

Azure Arc enabled databases

Azure PaaS databases

Elastic / “Limitless” scalability

Limited by the capacity of
customer infrastructure

Automatic HA/DR

Customer responsible for
underlying HW/K8s availability

Auto upgrade, patching

Auto backup-restore

Monitoring

Compliance certifications

Customer responsible
for compliance certification

Customer responsible for
compliance certification

90+ certifications

Data sovereignty

Azure regions not available
in all countries yet

Customer control

Pre-defined HW options
No control over HW/OS

Fully managed by Microsoft

e Customer-managed

Customer-managed using
software provided by Microsoft

Guaranteed availability SLA

e Customer-managed

Customer-managed using
software provided by Microsoft




Azure Arc enabled servers pricing

- Control plane functionality:
:‘ No additiofralcost—— Tagging, management groups, activity logs,

templates, Resource Graph, RBAC

Customers servers and clusters




Azure Arc enabled servers pricing

=@ Microsoft Azure

Additional services

Azure Policy—guest configuration
Azure Monitor
Azure Security Center
Azure Defender—standard
Azure Sentinel
Backup

> ..
:‘ No additional cost

Customers servers and clusters

Log Analytics
Service Map
Application Insights
Network Watcher
Azure Sentinel
Config and Change Management

Control plane functionality:
Tagging, management groups, activity logs,
templates, Resource Graph, RBAC



Azure Arc enabled servers pricing

Example 1

Scenario 1: A customer onboards 50 Windows (or Linux) servers that are running on-premises to Azure with
Azure Arc and tags these servers in Azure, applies RBAC, organizesthese servers into management groups
and queries properties with Azure Resource Graph. In addition, the customer also applies a set of common
Azure Policy Guest Configurations across all these servers.

The applicable costcomponents are:

Component Cost

Connectivity to Azure Arc, Tagging, RBAC, Management $0
Groups and Azure Resource Graph

) : i h
Azure Policy Guest Configurations $6/server/mont

(Unlimited policies)

For more details on Azure Arc pricing visit our pricing page: https://aka.ms/azurearcpricing



https://aka.ms/azurearcpricing

Azure Arc enabled servers pricing

Example 2

Scenario 2: A customer onboards 50 Windows (or Linux) servers that are running on-premises to Azure with
Azure Arc and tags these servers in Azure, applies RBAC, organizesthese servers into management groups
and queries properties with Azure Resource Graph. The customer also applies a set of common Azure Policy
Guest Configurations across all these servers. In addition, the customer deploys the Log Analytics agent
extension to monitor the on-premises servers (Azure Monitor).

The applicable costcomponents are:

Component Cost
Connectivity to Azure Arc, Tagging, RBAC, Management $0
Groups and Azure Resource Graph

$6/server/month

Azure Policy Guest Configurations

(Unlimited policies)

Azure Monitor

Same Azure Monitor pricing that is
applicable to Azure VMs

(Refer to the Azure Monitor Pricing page to
learn more)

For more details on Azure Arc pricing visit our pricing page: https://aka.ms/azurearcpricing



https://aka.ms/azurearcpricing

Addressable Revenue Opportunity

Large TAM; millions of on-premises servers, double digit growth in containers

Expand management to Grow your business Serve expanding
on-premises servers with containers edge workloads
~12m on-premises physical servers Use of containers growing ~50% of the data will be
growing to ~15 million by 2024! from 70% to ~90%3 created on edge by 20234
~50-70m virtual machines Double digit growth Healthcare pandemic accelerating
growing to 80-90m by 20242 edge devices adoption;
Large enterprises expand your business with it

shift to containers

1. IDCEnterprise Infra Tracker; 2. Assumption: 1 physical servers = ~4virtual machines, 3. 4. Gartner; Top 10 trends Dec '19


https://www.cncf.io/wp-content/uploads/2020/08/CNCF_Survey_Report.pdf

Example: Azure Arc Partner Opportunity — Migration + Sentinel

Scenario: A customer has 100 VMs (Linux/Windows) running on-premises. The VMs consist of file servers,
SQL instances, web servers and backend servers. You as a partner have been broughtin to conductan
analysis of the infrastructure, execute the migration and implement Azure Sentinel as a SIEM solution using
a unified operations strategy.

=B Microsoft Azure

Azure Policy =
. 4 .
$6/Azure Arc enabled server/month | [ M
per Guest Config Policy ¢
+ Sentinel ACR $

560 Az dB0M OienitdetiReTerdisel Migration 50 x AflixeAZite Y BEntinel

>

ACR $ generated
from the migration
+

Sentinel ACR $ .

=m Microsoft Azure




Example: Azure Arc Partner Opportunity — Migration + Sentinel

Scenario: A customer has 100 VMs (Linux/Windows) running on-premises. The VMs consist of file servers,
SQL instances, web servers and backend servers. You as a partner have been broughtin to conductan
analysis of the infrastructure, execute the migration and implement Azure Sentinel as a SIEM solution using
a unified operations strategy.

Azure Policy 5@ Microsoft Azure

e _J e
$6/Azure Arc enabled server/month 0,
per Guest Config Policy ¢
+ Sentinel ACR $
50 x Azure Arcenabled Servers + Azure Services

codoa
codoa.

Migration 50 x Azure VMs + Sentinel

>
W N N

A A A

® ™ m
y

A A

By B WY
y y y

ACR $ generated
From the migration

+
Sentinel ACR $




Azure Arc Partner Opportunity

Use case

Organize and govern across
environments

At-scale Kubernetes app
management

Run data services anywhere

>
>
>

Azure services enabled by Azure Arc

Azure Policy, Azure Monitor, Log Analytics,
Security Center, Azure Sentinel,
Azure Update Management

Azure K8s Config Management,
Azure Policy for Kubernetes,
Azure Monitor for Containers

Azure SQL Managed Instance,
Azure PostgreSQL Hyperscale

e

Outcomes

. Adoption services (x% revenue, y% margin)

Managed services (x% revenue, y% margin)

. Accelerators (x% revenue, y% margin)

. Adoption services (x% revenue, y% margin)

Managed services (x% revenue, y% margin)

. Accelerators (x% revenue, y% margin)

. Adoption services (x% revenue, y% margin)

Managed services (x% revenue, y% margin)

. Accelerators (x% revenue, y% margin)



Contoso MSP delivering value with Azure Arc

Complex IT
management
services extended
on-premises

Comprehensive
VM management
experiences

extended on-

Base VM

management .

experigences premises

extended on-

premises

Azure Policy, Azure Azure Policy, Azure VM management,

Update Security Center, At-scale

Management Azure Sentinel, Azure Kubernetes app
Monitor, Azure management, data

Update Management services anywhere



Pricing for Arc enabled Kubernetes and data services

Both Azure Arc enabled Kubernetes and Azure Arc
enabled data services are in preview. We will
announce pricing details closer to GA.



What do we hear from customers?

“As a Managed Service Provider,
| need to operate and govern my
customer’s Azure ,on-premises and
other clouds environments.”

"l need to manage security and incident
management across my public cloud
and datacenter assets through policy

enforcement and automation.”

“| want my on-premises servers to have
strong integration with Azure and tools
like Security Center and Sentinel.”

"As a DevOps Engineer, | would like for
all my applications in our existing and
future production Kubernetes clusters,
to be deployed with same versioning
and with no configuration drift.”

“As an SRE (Site Reliability Engineer),
| need to have health visibility in single
pane of glass fashion to all my existing
and future Kubernetes clusters,
infrastructure and applications.”

“We use SQL Server to integrate with
our mission critical application platform,
but the DB layer must remain on-
premises due to sensitive patient data
and data availability needs.”



Azure Customer
oae I° Management Services
aca
- Monitoring | Update | Containers | Backup | Security Center | More...
I
¥ Access and Security Organization and Inventory
Tools and Experiences
Azure inti
Portal PowerShell Recoun RBAC | MSPs | Subscriptions Search | Index | Groups | Tags
CL AP < > Manager . . .
1Y) Environments and Automation Governance and Compliance
SDK Ecosystem
Marketplace Templates | Extensions Logs | Policy | Blueprints
Azure Resources AzurAe Arc
1
--------------- S
TEOS i }
| aws -
“ ﬁEEE' . U <;> aws &% Google Cloud ¥
* Multi-Cloud On-Premises / Hosted Services
| FYF . I
Azure Data Studio =m Microsoft Azure Customer’s Environments
| BXISting [\ bernetes Tools i)

Tools

Server Admin Tools




Azure Arc Architecture

5@ Microsoft Azure Customer locations (on-premises/clouds) Resource specific tools
Management Azure Resource Azure data services
Interf Manager (ARM )
nterfaces Py — I m R F > Azure Data Studio
Azure Portal Identity A
Azure CLI
Azure SDK :7.Ye Kubernetes Cluster . K8s Native Tools
Container Registry (€ 4
Cluster provisioning
Policy Cluster upgrade and
<€ > patch management
GitOps .
T Manager - Cluster lifecycle
management
g o Clster monitoring
Groups
Servers lintixess. 1B
Etc. .
> Server Admin Tools
Windows P
Server

. Azure Arc Components



GitOps — Definition & Principles

@“‘j)\
12
Jo

Git as the source of Git as the single place All changes are
truthfor a system where we operate observable

(create, change, and delete)

— —~  ° 4
P = ) oo

System state described State declaration versioned Approved changes are Agents enforce
declaratively in source control applied automatically desired state

https://www.weave.works/technologies/gitops/



https://www.weave.works/technologies/gitops/

Azure Arc enabled Kubernetes GitOps Flow

Google Kubernetes
Engine (GKE)

Azure Kubernetes
Service on HCI

Elastic Kubernetes
Service (EKS)

Rancher K3s

Any Kubernetes,
any Infrastructure

‘®

Arc Connected
Kubernetes Cluster

npup
< pupup

/

\

GitOps
Configurations

O [

o -

4
4
4
/

Application
Rolling Update 9//
’
’
’

/
4

/
kL \ 4
Application V1
(Desired State)

Application V2
(New Desired State)

P Q

Flux Operator +
Helm Operator a

Flux

git

Repository

pickup changes

Application
Deployment

git
merge

Application
Changes



The Azure Arc Jumpstart GitHub Repository

1. Provide a “zero to hero” scenarios for multiple environments
and deployment type using as much automation as possible

2. Create a "supermarket” experience by being able to take
"off the shelf” scenarios and implement it

3. Meeting Azure Arc customers where they are

https://aka.ms/AzureArcJumpstart

SR


https://aka.ms/AzureArcJumpstart

Get started

Azure Arc enabled servers is now generally available, get started today: https://aka.ms/Azure-Arc
Try Azure Arc enabled Kubernetes, in preview: https://aka.ms/Azure-Arc-Kubernetes
Try Azure Arc enabled data services, in preview: https://aka.ms/hybrid-data-services

Learn more *9

Azure Arc

Azure Arc Jumpstart: https://aka.ms/AzureArcJumpstart Any Infrastructure, Any Cloud

Technical documentation: https://aka.ms/AzureArcDocs - E . = E E.
Azure Arc Learning Path: https://aka.ms/AzureArcLearn - «



https://aka.ms/Azure-Arc
https://aka.ms/Azure-Arc-Kubernetes
https://aka.ms/hybrid-data-services
https://aka.ms/AzureArcJumpstart
https://aka.ms/AzureArcDocs
https://aka.ms/AzureArcLearn

Additional Resources

Onboarding a server to Azure Arc

Using Azure Policy with Arc enabled servers

Servers & Containers: Managing with Lighthouse
Extensions and logs for Arc enabled servers

Azure Arc enabled Kubernetes: onboarding and inventory

E
Azure Arc
Any Infrastructure, Any Cloud

Tl ® 3B &



https://octe.azurewebsites.net/Microsoft/viewer/71/index.html#/
https://octe.azurewebsites.net/Microsoft/viewer/68/index.html#/
https://octe.azurewebsites.net/Microsoft/viewer/83/index.html#/
https://octe.azurewebsites.net/Microsoft/viewer/72/index.html#/
https://octe.azurewebsites.net/Microsoft/viewer/119/index.html#/

Hwnh =

Azure Arc enabled servers
Connectivity Options

Direct connection (Internet)
ConnectionviaProxy (Internet)

Service tag (S2S VPN/ER)

Private Link (S2S VPN/ER) - Private Preview

Internet

Azure Arc Service Endpoint

Public Endpoint Private Endpoint

E. Y

L4 \)

o 5
V. @

Service tag Private Link

¢

Proxy
Azure Arc enabled Server A &_I

Azure Express Route &
Site-to-Site VPN

Azure VNET




Azure Arc enabled servers architecture

Linux OS

Azure AD

T

Azure Automation

Azure Security

Azure Monitoring Center

Azure Sentinel

Sysadmin v
Azure Resource i
O | . . . Hybrid Compute
@ E— M?&aMg)er —>| Hybrid Identity Service Resource Provider

Guest Configuration Log Analytics Workspace
Resource Provider

A

|

']‘ T HTTPS/443

Azure Arc Connected Machine Agent [—

Hybrid Instance
Metadata Service

Guest Configuration i Extension Manager

On-premises/other clouds

Log Analytics Agent

Custom Script

DSC

Microsoft Dependency Agent




Azure Arc enabled servers architecture
Windows OS

Azure AD Azure Automation | | Azure Monitoring Azu rceeiiglrmty Azure Sentinel
Sysadmin T V
Azure Resource ; - : .
O | . . . Hybrid Compute Guest Configuration Log Analytics Workspace
@ ? M?&aMg)er # Hybrid ldentity Service Resource Provider Resource Provider

T 1‘ ']‘ T HTTPS/443

Hybrid Instance

Azure Arc Connected Machine Agent [ Metadata Service

Guest Configuration i Extension Manager

Log Analytics Agent

Custom Script

DSC

Microsoft Dependency Agent

On-premises/other clouds




Azure Arc enabled servers i
Connected Machine Agent (g

E Azure Arc Connected Server (On-Premises, AWS EC2, etc.) == Microsoft Azure
Azure Arc Connected Machine Agent Azure Portal
Az CLI
Azure AD Azure SDK
Parameters passed to the Agent REST API
* Subscription ID A
* Location
* Resource Group Authentication & $
* Proxy (optional) Authorization
* Azure Service Principal Azure Resource Manager (ARM)
v
Hybrid Instance Metadata Service (HIMDS) b, HTTPS/443 X Hybrid Compute
Handles managed identity and communication with Azure AD i 1 Resource Provider
Guest Configuration HTTPS/443 .
—> Provides In-Guest Policy and Guest Configuration functionality, such (€= —> ReSc:Juersctecl;.rgf/I%er ‘
as assessing whether the machine complies with required policies
N
Extension Manager
Manages VM extensions, including install, uninstall, and upgrade
Update Log Analytics |, HTTPS/443 .
Management (MMAExtension) |~ A Log Analytics Workspace f&—




Azure Arc enabled Kubernetes
Onboarding

Azure Container

&=

K8s Cluster Admin - Azure AD
O Registry e
A _— A
@ 1 @ Create Service Principal in AAD
az connectedk8s connect Create Managed Identity 4 Ma nag_ed b, Fetch the identity certificate
| > Identity [€
Fetch Helm chart Service >
Azure o Azul\r/elz Resource ° Send identity metadata
CcLl P ahager 6d
o
PUT resource

Uses Helm to deploy Arc enabled

k8s

Microsoft.Kubernetes/connectedClusters with
public key (management azure.com)

e Pull agentimages

~
&

PUT connectedCluster resource
along with Managed Identity metadata

Microsoft.Kubernetes |,

Update cluster metadata

Hybrid Identity Service

Resource Provider (RP)

Push cluster metadata

(uses Managed Identity to authenticate eastus.ap.kubernetesconfiguration.com)

2| APl Server

Fetch cluster metadata and update custom resource

6a

Cluster

ARA

agents with onboarding
private key

Save state/

in k8s datastore

Onboarding private key

. On-Premises/Cloud Provider Kubernetes Cluster

Watch for updates in cluster
metadata custom resource

Metadata
Operator

6b

Resource

Azure Arc enabled Kubernetes

Data Plane Service

6¢C

N

Sync

Save the Azure Identity Certificate

Operator

Cluster

Fetch connectedCluster Managed Identity certificate
(uses onboarding private key to authenticate eus.his.azure com)

Identity
Operator




Azure Arc enabled Kubernetes
GitOps Configuration

K8s Cluster Admin 3 4

O PUT sourceControlConfiguration resource Store sourceControlConfiguration resource

@ 1 Azure Resource . . . Azure Arc enabled
Manager . Mlcrosoft.Kubernete;&onflg uration > Kubernetes Dataplane
\l/ az k8sconfiguration create (ARM) Resource Provider (RP) Service
1\ 5 A 13

Azure GET Pending sourceControlConfiguration resources POST status for the Flux agents

CLI (uses Managed Identity to authenticate) to be retrieved with resource GET

2

PUT resource
Microsoft.Kubernetes/connectedClusters/clusterName/Microsoft.KubernetesConfiguration/sourceControlConfiguration/configName
(uses ARM Extension Resource pattern)

On-Premises/Cloud Provider Kubernetes Cluster 6 N
. § Create gitconfigs CR .
Git Repository Config Agent
Helm @
Namespace
o Releases 4 12 A
Files CR
S A\ 4 : Collect Status from Flux
N N obj-x [€ ] ) 7
; f Watch gitconfig CRs
helmreleases CR gitconfigs CR Helm Release
9 release-a config-a
Flux watches Git repo, obj_y < Helm Release /\ /\ 8
creates k8s resources Create or update
based on raw YAML Flux Operator or
and helmreleases CRs N Flux-Helm Operator,
obj-z [€—
10 F(I)ux-HiIm Flux Operator & Fqu-Io:_;s
perator Flux events sent to upstream service agen
Flux-Helm Operator watches helmreleases CRs, 1
pulls Helm chart and creates Helm release I




Azure Arc enabled Kubernetes

AAD enabled RBAC

Azure AD Entity
(User Account/Service Principal)

kubect! get pods

e

Role assignment in Azure
Owner > BB Microsoft Azure
N
checkAccess allowed/denied
Azure Arc enabled Kubernetes Clustgr
e TokenAccessReview,
i 4 SubjectAccessReview v
N
> r
API Server Guard

'~

If allowed, return list of pods

N

allowed/denied




Azure Arc enabled Kubernetes

Cluster Connect

Azure AD Entity

(User Account/Service Principal)

listClusterUserCredentials

\ 4

Azure Resource Manager (ARM)

Microsoft.Kubernetes
Resource Provider (RP)

!

=@ Microsoft Azure

kubect! get pod's
>

Cluster Connect Endpoint

Hybrid Connections

c—

Dataplane Service

heartbeat

Customer Location
(On-Premises/Cloud Provider)

o

Customer
Firewall

Kubernetes Cluster

clusterconnect-agent >

API Server

A




Azure Arc enabled Kubernetes

Azure Monitor

©in

Azure Monitor for containers

Workbooks

Log Analytics

Alerts

(2 ih
Send metrics and logs
Azure Arc enabled Kubernetes Cluster
node-1 node-2 node-n
oms-agent c oms-agent “ oms-agent c
Collect metrics Collect metrics Collect metrics
and logs and logs and logs
pod-a [€12>| pod-b pod-a €12 pod-b pod-a €1>| pod-b
pod-c [€—> pod-d pod-c [€> pod-d pod-c €> pod-d




Azure Arc enabled Kubernetes

Azure Policy (Gatekeeper)

Calling entity

EB Microsoft Azure

Azure Policy Service

N

kubectl apply —f privileged.yaml

Azure Arc enabled Kubernetes Cluster

A4

Denied

API Server

request

deploy

Pod Service CRD Pohcy(':I'sIanplate
. Policylnstance
Deployment Ingress Config CRD
A
N
watch create
e AdmissionReview Gatekeeper

\ 4

Fetch policy
definitions &
assignments
&
Report compliance

N

AdmissionReview

e response

allowed: false

i )
OPA

azure-policy-addon




Azure Arc enabled Data Services Endpoints

azdata CLI

Azure Data Studio

Azure Data Studio

Kubernetes tools azdata CLI Browser PostgreSQL tools & drivers SQL tools & drivers

N N N N A
HTTPS HTTPS HTTPS TCP TCP

A 4 \ 4 \ 4 \ 4 \ 2

Kubernetes API Azure Arc Data Controller Metrics & Logs Ul Azure PostgreSQL Hyperscale Azure SQL Managed Instance
®)
2 B N Jo Jo Fo
e I

Azure Arc Data Control Plane

Azure Arc Data Control Plane

Azure Arc enabled data services

Any Kubernetes Cluster




.= Microsoft Azure Contoso MSP Tenant Powered by Azure Lighthouse

Access Management Monitoring Security .
Portal & Dashboarding Logging & Analytics Patch Management Solmif)izll’gtzarrgytion Seé‘(vgcl:e Hgﬂth
Policy & Governance Cost Management BC/DR 9 PP

{

Fabrikam Azure Tenant

g —— R 0 \’

Parnell Aerospace Azure Tenant Virtual Machines  Storage Network  App Services Fourth Coffee Azure Tenant
npup +
npugup ' ;
1\ npup . + < > 1\
n:' Kubernetes Data Cosmos DB Functions n:'
/ (\ Service Services / (\

A A bled infrastructure & i
Parnell Parnell zure Arc enabled infrastructure & services Fourth Coffee Fourth Coffee

Aerospace Aerospace i . .
On—PreI:nises Multi-ICOIoud ":'."'-'I"' ":'."I'.'I“' On-Premises Multi-Cloud
Datacenter Workloads Datacenter Workloads

|
:9

/ Azure Arc \

= - B 5
-
eSO
wsCm— o E & aWs a GOOQ'C Cloud - &
N Az-A Pe—r — S—"1 Azure Arc Azure Arc Azure Arc
Bare-Metal Windows & Linux Kubernetes b 4 pre Are s N SQL Server SQL Managed  PostgreSQL
SQL Server SQL Managed  PostgreSQL = C
Servers Servers Bare-Metal / VM 3 = Instance Hyperscale
Instance Hyperscale 1
. AWS Elastic GCP Google .
EC2 Kubernetes Instance Kubernetes
Azure Arc Data Controller Service (EKS) Engine (GKE) Azure Arc Data Controller
Fabrikam On-Premises Datacenter Fabrikam Multi-Cloud Workloads




S& Microsoft Azure

Fabrikam Azure Tenant

w E o 8

Virtual Machines  Storage Network  App Services
g +
bR '
i AR
Kubernetes Data Cosmos DB Functions
Service Services

Azure Arc enabled infrastructure & services

i i W = E

/ Azure Arc

1

A

—>

e

Bare-Metal
Servers

® = BB & 5

Wind &L Kub ¢ Azure Arc Azure Arc Azure Arc Liiie
Indows inux uoernetes SQL Server SQL Managed  PostgreSQL 3 S
Servers Bare-Metal / VM 3 E
Instance Hyperscale 1t

. AWS Elastic
EC2 Kubernetes

Azure Arc Data Controller Service (EKS)

Fabrikam On-Premises Datacenter

éY Google Cloud

Engine (GKE)

- B 35

Azure Arc Azure Arc Azure Arc
SQL Server SQL Managed PostgreSQL
Instance Hyperscale

o ®

Azure Arc Data Controller

Fabrikam Multi-Cloud Workloads




Resources

Azure Arc all
up overview

aka.ms/arc-introvideo

Introducing Azure Arc

aka.ms/azurearcpricing
Azure Arc pricing page

aka.ms/arc-techcommunity

Deep dives on Azure Arc, best practices and
more

aka.ms/arc-customerstories

Learn how other customers are implementing
Azure Arc

https://aka.ms/arc-feedback
Public Q&A forum
AzureArcContact@microsoft.com

Ask to be added to a common Teams site
and monthly call with engineering

Azure Arc enabled
Kubernetes & servers

aka.ms/arc-blog

Azure Arc: Extending Azure management to any
infrastructure

aka.ms/arc-k8svideo

Kubernetes—Managing K8 clusters outside of
Azure with Azure Arc

aka.ms/arc-serversvideo

Server management—Qrganize all your servers
outside of Azure with Azure Arc

aka.ms/arc-serversdocs

Documentation for Azure Arc
enabled servers

aka.ms/arc-k8sdocs

Documentation for Azure Arc
enabled Kubernetes

aka.ms/AzureArcJumpstart

Azure Arc "Jumpstart" GitHub repository

Azure Arc enabled
data services

aka.ms/arc-databloq

Blog — Run Azure data services on-premises, at
the edge, and multi-cloud with Azure Arc

aka.ms/arc-data-mechanicsvideo

Demos on Azure Arc enabled data services,
including SQL and PostgreSQL Hyperscale

aka.ms/arc-data-ignitevideo

Ignite 2020 session—Bring Azure data services
to on-premises, multi-cloud and edge

aka.ms/arc-datadocs

Documentation for Azure Arc
enabled data services


https://aka.ms/arc-introvideo
https://aka.ms/azurearcpricing
https://aka.ms/arc-techcommunity
https://aka.ms/arc-customerstories
https://aka.ms/arc-feedback
mailto:AzureArcContact@microsoft.com
https://aka.ms/arc-blog
https://aka.ms/arc-K8svideo
https://aka.ms/arc-serversvideo
https://aka.ms/arc-serversdocs
https://aka.ms/arc-k8sdocs
https://aka.ms/AzureArcJumpstart
https://aka.ms/arc-datablog
https://aka.ms/arc-data-mechanicsvideo
https://aka.ms/arc-data-ignitevideo
https://aka.ms/arc-datadocs

=@ Microsoft

Thank you

Yasin Sayqili
Sr. Cloud Solutions Architect @ Turkcell DBS

yasin.saygili@turkcell.com.tr



