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Executive Summary

Modern storage media offers high throughput and low
latency, with the capabilities of the latest NVMe SSDs
delivering IOPS and bandwidth once expected from

entire storage solutions only adecade ago.

Storageisevolvingand one area of growthis the
approach of software-defined storage solutions that
look to deliver persistent storage for container-based
applicationinfrastructure. Like all storage solutions,
thereisdisparity inthe ability to exploit the benefits of
the underlying media and deliver the best performance
forlowest TCO (total cost of ownership). Some will

achieve betterresults than others.

This paperdocuments a series of tests thataim to
highlight the differencesin performance between
container attached storage (CAS) solutions with
respect tostandard|/O profiles. While CAS solutions
provide storage that meets the needs of the
application, the operational benefits of CAS have to
be delivered withoutimpacting performance fromthe
perspective of the application. The performance of
CAS solutionsis perhaps even more important than SAN
orHClstorage as containers offersuch alightweight
and efficientway torun applicationcode. Any
performance overhead will naturally be more obvious
and have greaterimpact with solutions that operate

with such efficiency.

Thisreport contains theresults fromtestingacross
four of the leading CAS solutions on the market today.
These are Ondat, Longhorn, Rook/Cephand OpenEBS.
The testing process uses free open-source software
fioto generate amix of random and sequential I/O
across fourscenarios: Localvolume only, localvolume
withreplica, remote volume, and remote volume with

replica.
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Testingwas performedusing a pre-determined hardware
and software configuration thatis consistent foreach
platform. The testsuse NVMe SSDs for persistence,
offering the ability to deliverhigh performancetoa
containerised application. These four tests demonstrate
the capabilities of each software platform and how they
exploitlocalresources such as system memory, while
mitigating the overhead of networking and maintaining

data protection.

These fourtests demonstrate the capabilities of each
software platformand how they exploitlocalresources
such as system memory, while mitigating the overhead of

networking and maintaining data protection.

The results show that Ondat

performed betterin all tests

compared to the three
competitors, with a strong set of
resultsinlocal read performance with
and without a mirrored replica. From
the same set of hardware resources,
Ondat delivered greater throughput,
bandwidth and with lower I/O latency

than all of the competitor solutions.



Introduction

Datastorageis an essential part of every computing
system, providing long-term persistence to
applicationdata. During the past 20 years, shared
storagein the form of storage area networks (SANs)
has dominated the industry. HCI (hyper-converged
infrastructure) appeared as a competitoraround ten
years ago, distributing storage across multiple server

nodesinacluster of hardware.

With the rapid adoption of container-based
applications and Kubernetes, the need forpersistent
storage for containers has evolved from SAN-based
plugins to container-native solutions that deliver
storage withinthe same oranadjacent clustertoan

application.

Inthisreport, we look at some of the most popular CAS
solutions available today and benchmark them using
standard storage performance tools. The aimis to
demonstrate thatl/O performanceis equally important
with container-based workloads, especially those

running production applications.

Container attached storage

Container-based applications are now a key part of the
infrastructure landscape. Containers, initially based on
Dockerand predominantly now through Kubernetes,
offerlightweight, portable and efficient services

deployment and a transition to microservices.

Althoughinitially expected to be ephemeral, containers
have becomeincreasingly dependent on persistent
storage. Ithasbecome clearthat application-based
data protectionand services will not suit the majority of
applicationrequirements andintroduces unnecessary
replicationand|/O overhead. As aresult, applications
expectlocally connected persistent volumes that
offerthe features of traditional storage, namely data

resiliency, performance and data services.

CAS hasemerged as one option formapping physical
storage to container-based workloads. Inthese solutions,
persistent storageisimplemented as software-defined
storage (SDS)runningin containers onthe same
infrastructure as the applications. The components of

the storage solutionrun as a set of resilient containers
acrossnodeswithinacontainer-based cluster. CAS
solutions offeranumber of benefits to container-based

applications:

Storage devices are exposedlocally by processes
running onthe same serverorvirtualmachine as the
application. There'snointervening network such as
aSANthat canintroduce latency (except for data

protection overhead).

CASresiliency and performance can scale dynamically
with a container-based cluster solutionsuch as
Kubernetes. This means scaling performance and

capacity bothup and downondemand.

CAS solutions canbe application and container-
aware, using metadata(such astags)toassistindata

placementand protection.

CAS solutions can easily be deployedin the public
cloud, to offerabstraction from cloud-based storage

services.
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Performance testing storage

I/O performanceis akey feature of any storage
platform ormedium. Historically, storage has beena
bottleneckincomputing systems because therelative
performance of external peripheralsis much slower

thanthat of the processor or systemmemory.

Significantimprovementsinl/O performance have
beenmadeinrecentyears throughthe adoption of new
protocolslike NVMe and solid-state media, specifically
NAND flash. Shared storage systems need to offera
high degree of efficiency to ensure flash and other

media are used most effectively.

Metrics

Three metrics are typically used as abenchmark for

storage performance.

o Latency-ameasure of the time takento complete
asingle /O operation, measured fromthe
perspective of the application. Latencyis usually
quotedinmilliseconds or microseconds. Lower

figures are better.

« Throughput - the capability of astorage systemto
process|/Orequests, typically quotedinIOPS orl/

Ospersecond. Higher [OPS values are better.

» Bandwidth -theamount of data a device or system
cantransferoverany given period of time, typically
measuredin MB/s (megabytes persecond)or GB/s

(gigabytespersecond). Largervalues are better.

Storage mediavendors typically measure latency and
IOPS using smallblock sizes (4KB) with alow queue
depth, whereas bandwidthis usually measured with
large block sizes and large queue depths. Both of these
configurations maximise the capability of a storage
device, offering a “best case” set of resultsrather
thanreal-world metrics. Storage performance testing
generally uses a mix of workload types, simulating

typicall/O profiles.
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Test methodology

Inpreparation of thisreport, four of the most popular
CAS solutions were tested onacommon set of high

performance hardware. The platforms tested were:

Ondat commercial software from Ondat.

OpenEBS an open-source nitiative initially
developed and supported by MayaData.

Rook/Ceph anopen-source solution that uses
Ceph as the storage platform and Rook as a
management and presentationinterface.

Longhorn an open-source storage solution
developed by RancherInc, now part of SUSE.

Eachstorage solutionuses the Container Storage Interface
(CSl)to provide normalised connectivity between
applications and storage. CSlensures thatrequests for
storage volumes are implementedindependently of the

underlying process used by the storage platform.

Test Bed Configuration

Architecting IT performed a series of benchmark tests
usinginternallab equipment. The test bed consists of the

following 4-server configuration:

o DellR640 Serverwith 64GB DDR4-2400 DRAM

o DuallntelXeon Silver 4108 CPUs at @1.80Ghz

« OneWD GoldNVMe SSD (960GB capacity) data disk

o Onel36GBRAID-THDD pair (O/S drive, hardware RAID)
o 10GbE Networking

e UbuntuServer20.04

Testingwas performed on aKubernetes clusterwith the
vendorsoftware installed. The configuration of each
testisbased onone Kubernetes masterserverandthree
Kubernetes data servers. The master serverdoesnotrun

any dataservices.

Oneachtestscenario, the entire NVMe SSD was
presented to the storage software and configured for
use. Thisprocess followed the vendor'srecommended
practice, either pre-mountingan SSD as a file system or

adding the SSDinthe GUl after software installation.



Test Software

The test software uses opensource fio to performload
testingonasingle logical volume presented to the cluster.
Therange of testsis similarto those inthe dbench suite but

with some modifications.

o« Ramp-uptimeisincreasedto10 seconds, to counter
any lazy write process whenwriting to anewly created

volume.

* Runtimeisextendedto 30 seconds to counter caching
inthe NVMe SSD.

» Eachtestallocatesa300GBvolumeandrunswitha
250GBrandomdataset. The volume size chosenis
deliberately largerthan RAM available on each worker

server.

The test scriptis available online here. Note that the fio
scriptruns the following tests asindependently executed
commands, soit’snotdirectly possible, forexample, to
comparelatency figures against throughput orIOPS as

they are fromtwo separate testruns.

1. ReadlOPS - blocksize of 4KB and queue
depthof16

2. Write IOPS - block size of 4KB and queue
depthof16

3. Readbandwidth- block size of 128KB and
queue depthof 16

4. Write bandwidth- blocksize of 128KB and
queue depthof 16

5. Readlatency - blocksize of 4KB and queue
depthof4

6. Write latency - block size of 4KB and queue
depthof4

7. Sequential Read - block size of IMB and
queue depthof16

8. Sequential Write - block size of IMB and
queue depthof16

9. Mixed Read/Write - block size of 4KB and
queue depthof 16

Prechecks

Allfourserversinvolvedinthe testing are configured with
identical softwarereleases andlatest Ubuntu patches.
Atinstallationtime, each serverwas validated with pre-

installation checks and scripts provided by eachvendor.

« Ondat - pre-requisites -

https://docs.ondat.io/docs/prerequisites/

« OpenEBS - pre-requisites -

https://docs.openebs.io/docs/next/prerequisites.html

« Rook/Ceph - pre-requisites -
https://rook.io/docs/rook/v1.5/k8s-pre-reqs.html

+ Longhorn-pre-requisites -
https://longhorn.io/docs/1.1.0/deploy/install/

Platforms that require a key/value store such as etcd to
maintain state willdeploy that cluster software within the
same Kubernetes clusterrunning the tests. Thisisnota
recommended production configuration but donein this

instance forsimplicity.

The following release/versions were testedin thisreport:
» Ondat - version2.2

« OpenEBS -version2.4

o Rook/Ceph -version1.4

+ Longhorn - version1.0.2

Versionreleases change frequently, and thisreport
reflects the latest GA softwarerelease available at the

time the testingwas performed (late 2020).
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Ondat

Ondatisacommercial software solution from Ondat. The
software can beinstalled manually orthrough a scripted
process as documentedinthe self-evaluation guide. Once
installed, Ondatrequires avalidlicence to be assigned
within 24 hours. Afreemium developerlicenceis available
forcapacities of up to 5TB. Ondat offers GUland CLI

management.

OpenEBS

OpenEBSisanopen-source solution that was originally
developed by MayaData. The softwareis more complex
toinstallthan other offeringsin that the userhasto choose
frommultiple storage engines that offervaryinglevels of
replication, performance andresiliency to an application.
Inthis test scenario, we used the cStorengine as that
providesreplicationacrossnodesina similarconfiguration

tothe otherproductsinthis evaluation.

Rook/Ceph

Rookis anopen-source gateway solution that maps
software-defined storageinto volumes thatcanbe
consumed by Kubernetes. Rook supports Ceph, EdgeFS,
Cassandra, CockroachDB,NFS and YugabyteDB storage
sources. Inthistest we used a Ceph configurationbased on
astandardtesting script that uses three nodes to distribute

the Ceph OSDs (object storage daemons).

Longhorn

Longhornhasbeendeveloped by the team that built
Rancher,anopen-source Kubernetes clustermanagement
tool. Longhornis anopen-source distributed block-
storage solutionand CNCF Sandbox project. The software

provides a GUImanagement interface.

Test Specifics

The aim of the testing processis to compare each of
the four storage solutions and evaluate performance

characteristics. The testing uses four configuration types:
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1. LocalVolume (no Replica) - the most basic of
configurations with asinglereplicarunningonthe same
Kuberneteshostasthe fioscript. This test demonstrates
localdevice performance andisindependent of any

networking effects.

2. LocalVolume (withReplica) - Alocal volume withreplica
onanotherhost. Thistestintroduces the effects of
networking. We should expect to seeincreased latencies
andlower throughputinthis test,comparedto the Local

Volume test.

3. Remote Volume (no Replica) - in this test, the fio script
runs onadifferenthost to the primary host usedto create
the storage volume. As aresult, we expect to see network
effectssimilartotest2,asl/Ohastotraverse the network
andback.

4. Remote Volume (with Replica) - thistestrepeatstest3
butaddsareplicavolume onathird hostthatis neitherthe
noderunning the fio test northe node hosting the primary

volume.

Ineach of the test scenarios, a Kubernetes StorageClass
was created that providedthelocal/remote andreplica
configurations. The exceptionto thisis with the Rook/Ceph
test, where Ceph by default disperses dataacrossallthree
nodes. Inthisinstance, the local/remote tests aren’tvalid
andonlyinclude the tworeplica/noreplicatest scenarios.
Eachtesting scenario was run multiple times to check
consistency, although the data fromthe firstrunis the only

set of datadocumentedintheresults.

Inordertovalidate the testing process, the creation of a
container, volume and execution of the script were not
automated. The script was executed manually for the

followingreasons:

» Toensurethatanylazywrite processonfile system

creationdidn’t affect the performance figures.

» Topermitthevalidation of the container<->volume

mapping and check the volume was the requisite size.

« Toruniostat,topandiftop oneachworkernode.The
output fromthese commandsisnotincludedbutusedto
validate that there are no bottlenecksin CPU and network

utilisation that could affect performance during test runs.

Oncethetestruns completed, the data fromthe fio
outputandthe summary was collected and enteredinto a

spreadsheetusedtotabulate theresults.



Test Results & Conclusions Solution-Specific Results

The following graphs and annotations show the results of Theresults of individual testing with each storage
the testing andinterpret the resultsin context of the tests solution are shown here first.

being performed.

Ondat - Latency and IOPS Data

O n d at B RandomReadlOPS [ Random Write IOPS ReadLatency (us) [ Write Latency (us)
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The second graph (right) shows

bandwidth data foreach of the four Ondat -Bandwidth Data
tests. The tests pairread & write M Read Bandwidth Write Bandwidth M sequential Read B Sequential Write
bandwidthinblue shades, followed by 5 1204
- 1093
sequential bandwidthin greenshades. § .
Ineachcase, largervalues are better. § 880
825
5 712 700 697
o
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2 552
4
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: I
T
c
©
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Observations:

« Thedatashows consistent performance onread/write foralocal volume.
o LocalVolume plus Replicareduces the write I/O throughput, as two writes are made forevery fio I/0.
+ Remote Volume (no Replica) shows reduced throughput due to theimpact of writing across the network.

« Remote Volume (plus Replica) shows furtherreduced write I/O as the test writes to two remote volumes on the

network.
« Bothreadandwritelatencyrise predictably as testingintroduces networking effects.
« Ondat performs consistently well for standard andlarge-block /O with local volume and no replica.
» Bandwidthincreaseswithareplicavolume forreads, presumably due to the ability to read from either mirror.

» Performanceis consistent withremote volumes, with or without replicas.

8 www.ondat.io



Longhorn

The following graphs show data
and analysis forthe Longhorntests.
The first graph showslatency (line
graph withthe scale ontheright)
and|OPS (barswiththe scaleon
theleft). Blue shadesrepresent
readl/Oand greenrepresentwrite
I/0). Each pair of barsrepresents
one of the four tests. For[OPS data,
largervalues are better, whereas
forlatency, smallervalues are
better.

The second graph (right) shows
bandwidth dataforeach of the two
tests. The tests pairread & write
bandwidthinblue shades, followed
by sequential bandwidthin green
shades.Ineachcase, largervalues

are better.

Observations:

IOPS (Larger values are better)

Bandwidth (MB/S) (Larger values are better)

Longhorn - Latency and IOPS Data

B RandomReadlOPS [ Random Write IOPS ReadLatency (us) M Write Latency (us)
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Longhorn -Bandwidth Data
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561
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LOCAL VOLUME LOCAL VOLUME REMOTE VOLUME REMOTE VOLUME
NOREPLICA PLUS REPLICA NO REPLICA PLUS REPLICA

» ThedataforLonghorntesting shows marginally betterwrite thanread performance whenwritinglocally.

« Remote performanceissimilarto the performance achieved with alocal volume.

» Performancewithareplicais similarto that withoutareplica.

» Write performanceis consistent, irrespective of the block size and volume locality.

« Readperformanceisnotimprovedwithareplica(and diminishes with areplica).

www.ondat.io
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Rook/Ceph

The following graphs show data
andanalysisforthe Rook/Ceph
tests. The first graph shows latency
(line graphwith the scale onthe
right)and IOPS (bars with the
scaleontheleft). Blue shades
representread|/Oand green
represent write 1/O). Each pair of
barsrepresents one of two tests(as
explained earlier, Ceph distributes
dataacrossallnodes,soaren’t
directly comparable with the other
solutions). ForIOPS data, larger
values are better, whereas for

latency, smallervalues are better.

The second graph (right) shows
bandwidth data foreach of the two
tests. The tests pairread & write
bandwidthinblue shades, followed
by sequential bandwidthin green
shades.Ineachcase, largervalues

are better.

Observations:

IOPS (Larger values are better)

Bandwidth (MB/S) (Larger values are better)

ROOK/CEPH - Latency and IOPS Data
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ROOK/CEPH - Bandwidth Data
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129
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951
912
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LOCAL VOLUME NO REPLICA REMOTE VOLUME NO REPLICA

» Rook/Cephtesting shows only two data points, Local Volume (No Replica) and Local Volume (Plus Replica) as Ceph

distributes data across all three storage nodes by default.

» Readlatencyis consistentinbothtests, whereas write latencyincreases due to the additional networking effects.

» Readperformanceissignificantly betterthanwrite performance.

»  Write performanceis heavilyimpacted by introduction of networking effects withareplica, despite the

availability of three nodes and SSDs during the test.

» Datashows consistent /O with forboth|/O block sizes and forread and write activity. Thisis expected

asdatais spreadacross three nodes.

» ThelocalVolume plusreplicatest showslower figures thanjust alocalvolume, asmore|/Oisnow spread across the

same infrastructure.
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OpenEBS OpenEBS - Latency and IOPS Data
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The following graphs show data and v v
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The second graph (below) shows

bandwidth dataforeach of the four
OpenEBS - Bandwidth Data

tests. The tests pairread & write

B Read Bandwidth Write Bandwidth M Sequential Read M Sequential Write

bandwidthinblue shades, followed by
sequential bandwidthingreenshades.

Ineachcase, largervalues are better.

Bandwidth (MB/S) (Larger values are better)
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Observations:
« OpenEBStestingusing the cStorstorage engine show similarread/write performance with a single local volume
andnoreplica.

«  Write performanceisreducedwitharemotereplica, due to theimpacts of networking. Thisisreflectedin

increased write latency.
« Aremotevolume performsaboutaswellasalocalvolume.
« Aremotevolume withreplica performs about aswellasalocal volume withreplica.

» OpenEBS performance figures are muchlowerthan the other solutionsin this test, while latency is much higher.

Theresultis that performance looks similarforlocaland remote volumes because the software latency is so high
o OpenEBS performed poorly compared to other solutionsin this test.

+ OpenEBS performance onnon-replica sequential reads was particularly poor.

www.ondat.io
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Local Volume No Replica

Comparative Results

Theresults fromeachtestare shown

hereincomparative form. Each graph

lists data for the four platforms,in

foursections (local/remote volumes

with/without replica)and with three

comparison points each (IOPS,

Bandwidth and Latency). The datafor
Rook/Cephis only partially shownin the

Local Volume graphs as datais spread

acrossallnodes.
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Observations:

» Ondatperformsstrongly
inthese testresultsin
comparisonto Longhorn,
Rook/Cephand OpenEBS.

+ Rook/Cephperformswell
onthe throughput test
buthasaccessto3xthe
storage capacity and media
bandwidth of the other

solutions.

 OpenEBS performed
poorly all of the testresults,
which seemsto be directly
aresult of much higher
I/Olatency than the other

solutions.

IOPS (Larger values are better)

MB/S (Larger values are better)

Latency (us) (Smallerrvalues are better)
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Local Volume Plus Replica

Observations:

« Ondatperformedbest
inthese testswiththe
exception of the sequential
I/O figures.

o Rook/Cephperformedwell
buthasaccessto 3xthe
IOPS and the bandwidth
acrossthreenodes.

» OpenEBSwasagainthe
worst performer.

» Longhornlatency figures
show no differenceinread/
write |/O, whichindicates a

lack of read caching.
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IOPS (Larger values are better)

MB/S (Larger values are better)

Latency (us) (Smaller values are better)

M RandomRead IOPS

Local Volume Plus Replica - IOPS

Random Write IOPS M Mixed Random Read Il Mixed Random Write

6369.2
39219.2 40550.4
31846.4
23244.8
21196.8 20582.4
16793.6 15360
13107.2

5449 o722 ss82
l I I 2857 m e
||

ONDAT LONGHORN ROOK/CEPH OPENEBS

Local Volume Plus Replica - Throughput/Bandwidth

Il Read Bandwidth Write Bandwidth [ Ssequential Read B Sequential Write

1204

1071

951
844
770
72
665
522
403
282 202 I 2I97

T4 957 gg4 113
ONDAT LONGHORN ROOK/CEPH OPENEBS

Local Volume Plus Replica - Latency

M Read Latency (us) Write Latency (us)
2072.31
148.15
887.81
424.7 436.87 448.58
341.01
172.99
ONDAT LONGHORN ROOK/CEPH OPENEBS

13



Remote Volume No Replica

Inthese tests, no datais presented for

Rook/Cephas previously discussed.

Observations:

» Ondatisthe strongest

performerinthe tests.

» Longhornperformswell,
clearly taking advantage
of remotereadtoimprove

performance.

» Again,OpenEBS performed
poorly, specifically on

remote sequentialread|/O.
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IOPS (Larger values are better)

MB/S (Larger values are better)

Latency (us) (Smaller values are better)
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Remote Volume Plus Replica

Inthese tests, no datais presented forRook/ Remote Volume Plus Replica - IOPS
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Remote Volume Plus Replica - Throughput/Bandwidth
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Remote Volume Plus Replica - Latency
Observations: M Read Latency (us) Write Latency (us)

« Inthistest,Ondatperforms

betterthanthe other T 2038.97
solutions, except onremote é
write bandwidth. This g
exceptionisalso g 1237.52
demonstratedin the higher g
latency figures for Ondat § 80,57
comparedtoLonghorn. g sors 4777 466.37
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Conclusions

Taking all of the test results into consideration, Ondat

was the best overall performerin all categories. Ceph
performedwellin some tests, butin this configuration had
the benefit of aggregating bandwidth and throughput
across three times the number of drives and storage

nodes during the entire testing.

Longhornoffered anacceptablelevel of performance, but
clearly doesn’t make use of cachingtoimprove read|/O.
Thisis amissed opportunity, especially in containerised
environments where the ability to deliver |/O from RAM will

significantlyimprove application performance.

OpenEBS turned out to be the worst performer. The
configuration tested uses cStorto provide a fair
comparisoninterms of replication at the storage layer.
The currentimplementation of cStor could be the Achilles’
heel of the OpenEBSimplementation, as separate testing
with alternative storage engines produced much better
results. The alternative tests are not documented here but
were performedto ensure the OpenEBS configuration

hadbeenimplemented correctly.

Choosing theright storage platformforapplicationsis
acombination of usability, performance and reliability.
Inthis test series, itis clearthat Ondatisthe best choice
of product where performanceis a key requirement.
Performance across allmetrics exceeded that of other

vendor solutions.

Further Testing

Performance testing could be described asanartrather
thanascience. While benchmarks can give agood
indication of performance capabilities between solutions,
further testing could dive deeperinto application specific
performance. This couldlook at transactional, rather

than1/O-based performance numbers andislikely to

More Information

ArchitectingITis abrand name of Brookend
Ltd, anindependent consultancy, working to
explaintechnology and business value to the
end customer. Thisreport was commissioned
by Ondat, however editorial control of the final

published document remains with Brookend Ltd.

Email: architectingit@brookend.com

Twitter: @architectingit

The Author

ChrisM Evans has workedin

the technology industry since

1987, starting as asystems

programmeronthe IBM

mainframe platform. After

working abroad, he co-founded
anInternet-based music distribution company
during the.comera, returning to consultancyin
the new millennium. Chris writes a popularblog

at https://www.architecting.it/blog, co-hosts

the Storage Unpacked podcast, attends many
conferences andinvitation-only events and can
be found providing regularindustry contributions
through Twitter (@chrismevans) and other social

media outlets.

Get started today with Ondat

Visit us at www.ondat.io or email us at
info@ondat.io

be moreimportant aswe see further containerisation of
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