Microsoft v2 Responsible AI Standard Reference Guide

In June 2022, we made our v2 Responsible AI Standard publicly available as part of our commitment to transparency, sharing our progress on our responsible AI journey, and raising awareness of our policies, programs, practices, and tools. We hope our approach and resources will be of value to other organizations. The Responsible AI Standard has had numerous expert contributions. The current version, version 2, was authored by a core working group of more than 30 individuals (research scientists, lawyers, designers, engineers, and other subject matter experts). In addition to the v2 Standard, the Office of Responsible AI, with support from the core working group, developed the supporting Impact Assessment and Impact Assessment Guide. Each of our core working group members brought their own disciplinary focus to this work and drew upon their experiences and existing responsible AI resources in their work on the Standard.

A key aim in making our Standard and accompanying resources available was to provide a full sharing of our learnings in the course of their development. Sharing a list of the academic resources that we have drawn inspiration from is an important part of our sharing, so we have compiled this reference guide, which cites academic resources that were influential in the construction of version 2 of the Responsible AI Standard. We have drawn on academic resources external to Microsoft, research published by Microsoft Research, and Microsoft Research done in collaboration with others. To more clearly document the transfer of knowledge from academia to industry, we have identified resources which are external to Microsoft with a green line (¶) to the left of the citation.

This guide is by no means exhaustive. In addition to the resources that we cite below, we have benefited immensely from our prior efforts and programs on responsible AI, including ideas reflected in an earlier version of the Standard. Our Responsible AI Standard also builds on Microsoft’s decades of experience implementing technical standards (such as for privacy, security, and accessibility) and learnings from our own internal studies of how product teams understood and integrated proposed requirements for responsible AI into their workflows. We also have kept aware of regulatory proposals and their evolution while revising our Standard to create version 2, most notably with the release of the proposed EU AI Act. By making this list of resources available, we wish to acknowledge the contributions of others and hope that the efforts captured in the resources will be valuable to enabling responsible innovation in other organizations.
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The large-scale study conducted with ML practitioners at Microsoft highlighted challenges and opportunities in several Responsible AI aspects throughout the whole ML lifecycle. Many of these challenges informed goal definitions across all RAI dimensions in the Standard.


This paper and the thinking behind the guidelines helped make clear how principles like Transparency and Reliability & Safety can be implemented in the UI, not only in documentation. It also made clear the importance of planning for failures.
The requirements for two of our Fairness Goals (F1 and F2) outline how to perform a disaggregated evaluation to assess the fairness of AI system performance. This paper describes the choices, considerations, and tradeoffs of designing disaggregated evaluations and their impacts.


**Goal A4: Data governance and management** requires the documentation of training and testing data sets for AI systems. This value sensitive design paper describes one way to document data sets used to train natural language processing systems.

The Data Nutrition Project. [https://datanutrition.org](https://datanutrition.org)

**Goal A4: Data governance and management** requires the documentation of training and testing data sets for AI systems. The Data Nutrition Project is building toward a Dataset Nutrition Label which displays standard quality measures for data sets used to train and test AI systems.


This piece broadly informed and contributed to our approach to responsible AI at Microsoft.


In this position paper, which informed our thinking on intelligibility broadly, the author argues that despite increased interest in the area, there is very little consensus for what researchers mean by intelligibility, and outlines a direction for a rigorous approach to interpretability.


Value Sensitive Design provides foundational theory, method, and practice for surfacing human values in the technical design process. Value Sensitive Design’s (VSD) stakeholder analysis provided a structure that we use in Microsoft’s Responsible AI Impact Assessment to understand how an AI system may impact people, organizations, and society. VSD’s framework of direct and indirect stakeholders also informed the stakeholder prompts we include in the Impact Assessment Guide. See also [https://vsdesign.org/](https://vsdesign.org/).


**Goal A4: Data governance and management** requires the documentation of training and testing data sets for AI systems. Datasheets for Datasets is a general purpose template for documenting data sets used to train and test AI systems.
This piece broadly informed and contributed to our approach to responsible AI at Microsoft.

Goal T1: System intelligibility for decision making requires that we design AI systems to support stakeholders’ decision-making needs and that we test that stakeholders can effectively interpret system responses. This paper influenced our decision to require evaluations in this Goal as it showed that our intuitions about what is intelligible to data scientists can be wrong.

In this position paper, which influenced our thinking on intelligibility broadly, the author argues that model interpretability is an important yet slippery concept, and analyzes the literature to date to demonstrate the conflicting ways in which intelligibility researchers conceptualize and advocate for model interpretability.

In this work the authors identify challenges and opportunities for fairness in AI systems and co-design a fairness checklist with AI practitioners. Many of the elements in the fairness checklist that was co-designed through this work became requirements of the Responsible AI Standard.

This guide summarizes recent work on adversarial and non-adversarial failure modes for machine learning systems. Considering both adversarial and non-adversarial failures is a core part of our approach to upholding Reliability, Safety and Security.

In this position paper, which influenced our thinking on interpretability broadly, the author argues that the field of explainable artificial intelligence has to date relied on intuitive notions of what makes a ‘good’ explanation. Instead, the field should build on existing research on explanations in fields such as philosophy, cognitive psychology, cognitive science, and social psychology.

In this work the authors co-design an AI system with a blind child and reflect on working with the capabilities of an AI system. This work strengthened our perspective that the capabilities of a system arise from the human-AI interaction and not the system alone.

This work emphasizes the need for system design to support a workable mental model for users, of particular focus for both Goal T1: System intelligibility for decision making and A5 Human oversight and control.


The approach described in the paper was the foundation upon which the Error Analysis tool was designed and conceptualized. The tool enables ML practitioners to conduct disaggregated evaluation and identify failure modes. Such activities have a direct impact on supporting elements (Tools and Practices) discussed in the RAI Standard related to Fairness, Reliability, and Safety.


DOI:https://doi.org/10.1145/3411764.3445315

**Goal T1: System intelligibility for decision making** requires that we design AI systems to support stakeholders’ decision-making needs and that we test that stakeholders can effectively interpret system responses. This paper influenced our decision to require evaluations in this Goal as it showed that our intuitions about what is intelligible to non-expert users can be wrong.


This paper articulates practical challenges companies are facing in implementing responsible AI and emphasizes the importance of organizational structures to support and streamline responsible AI work throughout product development.


This book chapter establishes a stance on intelligibility, different stakeholders and goals, and the importance of human-centered evaluation. It reflects our broader thinking in this space which made its way into the Standard.


The multi-tiered framework proposed by the “VCIO model" in this report influenced our design of the structure of the RAI Standard, with its Principles, Goals, Requirements, and Tools & Practices.