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Agenda

»> Containers Overview

»> Kubernetes Overview

»> Containerized application deployment on azure
»> AKS Overview

»> Interacting with AKS

»> AKS +1aC

»> Scale with AKS + Demo

>> AKS Features

>> AKS add-on 4!!@%
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Do You Really Need Kubernetes?

» K8S is helpful if you are dealing with
many containers.

* You have a DevOps team to manage
it.

e Cost: Kubernetes is NOT Serverless.
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Traditional deployment Virtualized deployment Container deployment

Going back in time



WHAT ARE CONTAINERS,
AND WHAT PROBLEMS

“  DOES IT SOLVE?
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Containerized Applications

Host Operating System

Infrastructure

Container Overview

"Containers are an operating system virtualization
technology used to package applications and their
dependencies and run them in isolated
environments. They provide a lightweight method
of packaging and deploying applications in a
standardized way across many different types of

infrastructure\0S."
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The complexity

Static Website

Web Frontend

Background
Workers

Windows Edge Device
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CONTAINERS REDUCES THE COMPLEXITY

This Photo by Unknown Author is licensed under CC BY-NC



https://www.freepngimg.com/png/27386-container-photos
https://creativecommons.org/licenses/by-nc/3.0/

Kubernetes
Overview

"Kubernetes is an open-source
container orchestration
platform that automates many
of the manual processes
involved in deploying,
managing, and scaling
containerized applications."

Kubernetes
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Kubernetes
Components

e API Server.

e Scheduler.

e Controller Manager.
e Etcd.

e Kubelet.
e Kube-Proxy.
e Container Runtime.
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Kubernetes Components

Control Plane (master)

API server
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Scheduler

Controller
Manager
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Worker node(s
Kubelet kube-proxy
Y
Container Runtime
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—P docker

—

developer

: run
‘== expose
etc.

Kubernetes Flow

Dockerfile produces stored in

image

Application

description

create/configure

resources
]

pull images

ensure desired state

report current state

etcd
flanneld

configure to

expose services
= gateway

consumer

storage
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Kubernetes
Resources\Objects

Namespaces

ReplicationControll
er (Manages Pods)

DaemonSets

StatefulSets

DeploymentContro
ller (Manages
Pods)

Services

ConfigMaps

Volumes

«©



Nodes

A node (worker) is a machine where
containers (workloads) are deployed.

* Kubelet: Cluster
is responsible for the running state of each
node, ensuring that all containers on the Node Node
node are healthy.

Pod Pod Pod Pod
* Kube-proxy:
is responsible for routing traffic to the
appropriate container based on IP and port

number of the incoming request



Namespaces

* Namespaces provide a mechanism for isolating groups
of resources within a single cluster

* Many users spread across multiple teams

Projects

Separating environments like development, test, and
production




PO d Kubernetes Cluster

K8s API

Node Pool

* Pods are the smallest
deployable units of
computing that you can
create and manage in
Kubernetes.

* In general, we manage
pod by using:
* Deployment
e StatefulSet

* DaemonSet




Pod Phase

Pending The Pod has been accepted by the Kubernetes cluster, but one or more of the containers has not
been set up and made ready to run. This includes time a Pod spends waiting to be scheduled as
well as the time spent downloading container images over the network.

Running The Pod has been bound to a node, and all of the containers have been created. At least one
container is still running, or is in the process of starting or restarting.

Succeeded All containers in the Pod have terminated in success, and will not be restarted.

Failed All containers in the Pod have terminated, and at least one container has terminated in failure.
That is, the container either exited with non-zero status or was terminated by the system.

Unknown For some reason the state of the Pod could not be obtained. This phase typically occurs due to an

error in communicating with the node where the Pod should be running.




Deployment

* A Deployment is used to tell
Kubernetes how to create or modify
instances of the pods that hold a
containerized application.

* Deployments can scale the number
of replica pods, enable the rollout of
updated code in a controlled
manner, or roll back to an earlier
deployment version if necessary.

Deployment

“lI want three of my
Node.js app Pods running”




DaemonSets

A DaemonSets ensures that all (or some)
Nodes run a copy of a Pod, for example:

* running a logs collection daemon on

kind: DaemonSet
spec:
nodeSelector:
app: logging-node

every node

* running a node monitoring daemon on

Node1
every node

Node1l

Node1

Node1l

app=logging-node

app=logging-node

app=logging-node

app=non



10.0.0.8

Services

expose an application running
on a set of Pods as a network
service
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ConfigMaps

* A ConfigMap used to store
non-confidential data in key-
value pairs.

* Pods can consume
ConfigMaps as:
* environment variables

e command-line
arguments

* as configuration files in
a volume.

Environment varables

configMap
volume

Pod

ConfigMap

keyl=valuel
key2=value2
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Web App Container Instance

containerized

applications
deployment
in azure cloud

Azure Function

Container Apps




AKS Overview

Managed Kubernetes service (means it let's

@) you quiclky deploy and manage Kubernetes
cluster on azure).

Kubernetes master nodes are managed by
‘ azure, while worker nodes are managed by

customer.
£ it reduce the setup & operational complexity
a' of Kubernetes for production workloads
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AKS cluster architecture

Azure-managed § Customer-managed

Control plane 1 | Node

APl Server Scheduler Node

-+ : ; :
> @ i : Container
I: Lv -+ i : =  kubelet <4—» &

— etcd : :
. Controller i kube-proxy

: Container
manager ; a .
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AKS Features

Manage K8S Control plane.

e Master Nodes.
e Etcd.

e Backup.

e Security.

Cluster Configuration.

e VM Configuration: CPU, RAM, Type of Storage.
e Node Pools.

Identity, Access Control & Security:

e Azure Active Directory.

e RBAC

¢ Virtual Networks, Subnets.

e K8S Version Upgrades, OS Security Patches.

Scaling:

e Cluster/Node pools scale (in & out).
e Application Scale



https://docs.microsoft.com/en-us/azure/aks/concepts-identity#azure-ad-integration
https://docs.microsoft.com/en-us/azure/aks/manage-azure-rbac#create-role-assignments-for-users-to-access-cluster
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Monitoring & Logging.

e Azure Monitor.
e Log Analytics.
e Container Insight.

AKS Features

e Azure Disks.
e Azure Storage Account.




CLI

e Azure CLI
Interacting » Azure Cloud Shell

with AKS " AP

laC (infrastructure as code)

e Azure Resource Manager (ARM) Template
e Terraform
e Pulumi



https://dev.azure.com/u-btech-devops/_git/DevOps?path=/IaC/AKS

Manage any

infrastructure:

Track your

infrastructure:

Automate
changes:

Standardize

configurations:

Security:

Azure

AWS

GCP

K8S

1000+ provider

Plan & approval
Save state of a live environment

Declarative Configuration

Modules
Best Practices.

Limit access.

Environment Scan



Terraform:
Infrastructure
as code

Write

Define infrastructure in

configuration files

Plan

Review the changes
Terraform will make to

your infrastructure

TERRAFORM PROJECT
B. .

Terraform Terraform
Configuration State File

$ terraform plan

Terraform will perform
the following actions

Apply f
Terraform provisions
your infrastructure and B

DATADOG

updates the state file.
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laC Flow

Vwadigm Online Free Edition

:main.tf

DevOps

Pipeline

DEV —

Master

- Apply

i

¥

Visual Paradigm Online Free |

Fdition




AKS Scale pods Or Nodes

* Manually scale pods or nodes.

* Horizontal pod auto scaler (HPA).
 Vertical pod auto scaler (VPA)

* Cluster auto scaler.




Horizontal Pod

Autoscaler

CPU

RAM

HPA Autoscaling

, Single pod .

N 7

e N
Pod 1

- J

NODE 1 - Before HPA scaling

More pods
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Pod 1 Pod 2 Pod 3
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NODE 1 - After HPA scaling



https://kubernetes.io/docs/tasks/run-application/horizontal-pod-autoscale-walkthrough/#autoscaling-on-multiple-metrics-and-custom-metrics

KEDA: Scale Demo

—
Service Bus @ @
*

Deployment
Check Length Scale

KEDA @ "




KEDA:
Kubernetes
Event-driven

Autoscaling

“Scaling of any container in Kubernetes based on the
number of events needing to be processed”

Azure Application Insights: Scale applications based on Azure
Application Insights metrics.

Azure Blob Storage: Scale applications based on the count of
blobs in a given Azure Blob Storage container.

Azure Service Bus: Scale applications based on Azure Service
Bus Queues or Topics.

Azure Log Analytics: Scale applications based on Azure Log
Analytics query results.



https://keda.sh/docs/2.7/scalers/azure-app-insights/#example
https://keda.sh/docs/2.7/scalers/azure-storage-blob/#example
https://keda.sh/docs/2.7/scalers/azure-service-bus/#example
https://keda.sh/docs/2.7/scalers/azure-log-analytics/#example

* Monitoring: Use Container Insights monitoring with your AKS
cluster.

* Azure Policy: Use Azure Policy for AKS, which enables at-scale
enforcements and safeguards on your clusters in a centralized,

A KS Ad d -ONS consistent manner.

* Ingress appgw: Use Application Gateway Ingress Controller
with your AKS cluster.

* azure-keyvault-secrets-provider: Use the Azure Keyvault ,
Secrets Provider addon.

>




Container Insights:

e information and
analytics

* node resource utilization

 failed pods

AKS Monitoring

Home > danielolaogun_cluster

@ danielolaogun_cluster | Insights

Kubernetes service

l £ Search (Cmd+/)

l « O Refresh

3% GitOps (preview)

i Deployment center (preview)

& Policies
:|' Properties
& Locks
Monitoring
@ Insights
N Alerts
A Metrics

Diagnostic settings

$ B

Advisor recommendations

%

Logs

‘ Workbooks
Automation

‘3 Tasks (preview)

&) Export template
Support + troubleshooting
@ Resource health

2 New Support Request

What's new

& View All Clusters

Cluster

Node CPU Utilization %

5m granularity

Avg | Min | 50th | 90th | 95th = Max

100%
80%
60%
40%
20%

0%
09 AM 10 AM

Average
danielolaogun_cluster

11.98 %

Node Count
5m granularity

800m
600m
400m

200m

@ Recommended alerts (Preview)

‘ Time range = Last 6 hours ‘ \1*7 Add Filter ) Live: ‘. Off ;‘

i ‘ View Workbooks

v| I ? Help

\/I I Q' Feedback v

v

Reports Nodes Controllers Containers
Percentage of ©  Total capacity v Node Memory Utilization % percentage of © | Total capacity (memory rss)
5m granularity
= Avg | Min | 50th | 90th | 95th | Max =
100%
80%
60%
40%
20%
~
0%
11 AM 12PM 01 PM 02 PM 03 PM 09 AM 10 AM 11 AM 12 PM 01 PM 02 PM 03 PM
Maximum Average Maximum
danielolaogun_cluster danielolaogun_cluster danielolaogun_cluster
13.38% 1549 15.824
Total | Ready =Not Ready = = Active Pod Count
5m granularity
Total | Pending = Running = Unknown = Succeeded | Failed = Terminating = ==
14
12 Vo
10
8
6



Logs:

e Collect logs from nodes,
pod, control plane, and
containers.

* Viewed and analyzed on
Dashboard.

» Configure alert rules

AKS Monitoring

Home > danielolaogun_cluster

. danielolaogun_cluster | Logs =

Kubernetes service

| £ Search (Cmd+/)

=m Cluster contiguratuon

| « 2% New Query 1* < -+

% danielolaogun_clu...  Select scope

& Networking

QD Feedback  B= Queries

: 1 // Readiness status per Node
) . Tables ueries B «
3% GitOps (preview) Q 2 // For all your cluster view count of all the nodes by readiness.
3 // To create an alert for this query, click '+ New alert rule'
% Deployment center (preview) |p Search | : 4 //Customize startDateTime, endDateTime to select custom time range
5 let endDateTime = now();
G Policies i= Group by: Topic 6 let startDateTime = ago(lh);
" 7 let trendBinSize = 1m;
.| Properties o 8 KubeNodeInventory
1~ Collapse all 9 | where TimeGenerated < endDateTime
B Locks 10 | where TimeGenerated >= startDateTime
Favorites 11 | distinct ClusterName, Computer, _ResourceId,Timquperated
Monitorin ) o JE—
9 You can add favorites by clicking Results Chart @ Display time (UTC+00:00)
@ Insights on the % icon
Completed ® 00:04.0
BN Alerts “ Alerts
. 1.25
ii:i Metrics Readiness status per Node
& Diagnostic settings Avg node CPU usage 1
percentage per minute
@ Advisor recommendations
Avg node memory usage “; 0.75
=p Logs percentage per minute S
>
o
@ Workbooks Container CPU g 05
Automation Container memory
0.25
_I:_ Tasks (preview) Instances Avg CPU usage
growth from last week
0
%) Export template 7:20 PM 7:30 PM 7:40 PM 7:50 PM 8:00 PM

List all the pods count with
phase
Support + troubleshooting

Maximum node disk
< Resource health

TimeGenerated [UTC]

@ danielolaogun_cluster

C& Query explorer | €53

m (Time range : Setin query) Save v |2 Share v | Newalertrule = Export v/

5] 59 records

8:10 PM
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AKS Policy

Control what end-users can do on the
cluster.

Ensure that clusters are in compliance
(governance and legal requirements)

Track Misconfiguration & Security
Issue.
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) Compliance State
Report Compliance

L 5
. ] Azure Policy Gatekeeper add-
0 < : add-on on

Get Policies
Push Config

Azure Policy

3

Kubernetes
cluster Virtual network
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Azure Policy built-in definitions

* Use images from trusted registries.
* Run containers with a read-only root file system.

* Enforce container CPU and memory resource limits to prevent resource attacks in a

Kubernetes cluster.
* Ensure that the required annotations are attached.

e Restrict access to the Kubernetes Service Management APl by granting API.



S R R

»  Dashboard > Policy

o) Policy | Definitions X
E0 » + Initiative definition + Policy definition < Export definitions O Refresh
= Scope Definition type Type Category Search
* ‘ 4 selected ‘ u ‘ All definition types v ‘ ‘ All types v ‘ ‘ 1 categories v ‘ ‘ Filter by name or ID...
0 Name T.  Definition location T,  Policies T, Type Ty Definition type T. Category T
® i Kubernetes cluster pod security restricted standards for Linux-based workloads 8 Built-in Initiative Kubernetes =
‘ i Kubernetes cluster pod security baseline standards for Linux-based workloads 5 Built-in Initiative Kubernetes .
o [Preview]: Azure Policy Add-on for Kubernetes service (AKS) should be installed and enabled on your clusters Built-in Policy Kubernetes i3
v
% [Preview]: Deploy GitOps to Kubernetes cluster Built-in Policy Kubernetes =1
Kubernetes cluster pod hostPath volumes should only use allowed host paths Built-in Policy Kubernetes .
Kubernetes cluster pods should only use allowed volume types Built-in Policy Kubernetes o
a Enforce HTTPS ingress in Kubernetes cluster Built-in Policy Kubernetes =
9 Kubernetes clusters should not allow container privilege escalation Built-in Policy Kubernetes =
o~ Ensure services listen only on allowed ports in Kubernetes cluster Built-in Policy Kubernetes -
Bf Enforce internal load balancers in Kubernetes cluster Built-in Policy Kubernetes o
— Ensure containers listen only on allowed ports in Kubernetes cluster Built-in Policy Kubernetes =
: Enforce labels on pods in Kubernetes cluster Built-in Policy Kubernetes .
é Kubernetes cluster containers should not share host process ID or host IPC namespace Built-in Policy Kubernetes =8
a Kubernetes cluster containers should only use allowed AppArmor profiles Built-in Policy Kubernetes o2
y Kubernetes cluster containers should not use forbidden sysctl interfaces Built-in Policy Kubernetes =
Py | Kubernetes cluster pods should only use approved host network and port range Built-in Policy Kubernetes =
_ Do not allow privileged containers in Kubernetes cluster Built-in Policy Kubernetes s
-
e Kubernetes cluster containers should only use allowed seccomp profiles Built-in Policy Kubernetes =
i Kubernetes cluster containers should only use allowed capabilities Built-in Policy Kubernetes -
; Kubernetes cluster containers should run with a read only root file system Built-in Policy Kubernetes ]
Kubernetes cluster pods and containers should only use allowed SELinux options Built-in Policy Kubernetes =8
o)
= Ensure container CPU and memory resource limits do not exceed the specified limits in Kubernetes cluster Built-in Policy Kubernetes .
| Kubernetes cluster pods and containers should only run with approved user and group IDs Built-in Policy Kubernetes 2
(PR R V| TRy S R | e e e R SR O . SR [P .




Application Gateway Ingress Controller (AGIC)

* Load-balancer to expose cloud
software to the Internet.

* Web Application Firewall

App Gateway
A

Azure Resource
Manager

Azure Kubernetes Service

G

Pod

Pod

Ap[;:w ................... AGIC

Configuration

Kubernetes API
A
Monitor
Kubernetes



AGIC features

URL routing
Cookie-based affinity (stickiness).
TLS termination.

End-to-end TLS.

Support for public, private, and hybrid web sites.

Integrated web application firewall (WAF)




AKS Pricing

* AKS is Free.
* You only pay for cloud resources.
 Worker nodes (not master)

e Other Cloud resources Like load
balancer, storage, etc.




Thank You .

Moti Malka
DevOps Lead

Phone: +972-77-5455028
Fax: +972-77-5455027
10 Hagavish St.

Cellcom Building, Floor 2
Netanya, Israel.
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