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- Customer benefits

- How It works
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- Appendix: Complementary capabilities in VMware environments



Performance, cost, Performance, cost,
compliance of existing compliance of new
workloads workloads




Simultaneously assuring workload
performance and compliance while
Maximizing utilization

The Desired State



CCWOM: Driving Toward the Desired State

Performance

Cost Compliance

1. Better Performance

Always solving for, simultaneously: 2. Increased Compliance
3. Lower Costs



What is Cisco Workload Optimization Manager?

A decision engine for hybrid
cloud environments

« Software that continuously
analyzes workload consumption,
costs, and compliance
constraints and automatically
allocates resources in real-time,
on-premises and in the cloud.

* [t assures workload performance

by giving workloads the
resources they need when they
need them.




Performance is Critical, but Budgets are Flat

25
20 —
- QOutages are labor intensive ﬂ
15 & :
- Workloads grow but hardware spend doesn’t ¢>® i
'IO ) :
. [T fights to keep head above water @0‘\“ i
1
° { T Budget GrOWT_Y.
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2015 2020

How do you assure performance?



Evolution of Automation

Automated Real-Time

Self-managing
Scale

Self-Managing

Scripting
Scale

Complexity

Manual

2017 2019 ....... 2025

2009 2011 2013 2015

1999 2001 2003 2005 2007
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Process Automation versus Decision Automation

Process

- Problems typically addressed
after alerting—reactive

. Labor intensive

- More data = more noise

deploy(new_app)
new_vm(large, ssd

Decision

- Problems typically addressed

before alerting—preventative

. LIttle to no human intervention

- More data = better decisions

Continuous
Health




Performance
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Cisco Workload Optimization Manager
Integrations with broad ecosystem

-- Microsoft

. . Hyper-V

kubernetes vmware'

vSphere

cloudstack
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Cisco Workload Optimization Manager Integrations
Delivering value across the stack and into the cloud

Application-Aware Infrastructure
Drive better optimization through the
infrastructure with metrics.

Self-Managing Container Platforms
Accelerate cloud native projects with
production-scale

Multicloud Deployment

Deploy workloads with
optimized for performance, cost, & compliance
with Cisco Workload Optimization Manager.

Cloud Elasticity On-Prem
Safely maximize cloud elasticity in

Super Cluster Optimization
Extend the hypervisor platform and maximize
virtualization and investments.

Multicloud Dynamic Optimization
Optimize performance, cost, & compliance in
the data center or public cloud

with one platform.

Network-Aware Optimization
Reduce latency by dynamically localizing
“chatty” workloads with



Cisco Workload Optimization Manager
Ensure continuous application performance

Decision automation
enables real-time
optimization at scale

Any workload, |
any infrastructure, Multicloud
anywhere Ready

Optimize
and
Automate

Real-time 91% of users see
micro improvements ROl in 90 days
preempt degradation or less'!

T TechValidate Research
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https://www.techvalidate.com/product-research/turbonomic/facts/8A2-AD9-C38

Proven Business Outcomes

37% 7%

Better application Increase utilization
response time.! by 20% or more.?

DO 91%

Reduce user generated See ROl within 90
tickets by 20% or more.3 days or less.4



https://cdn.turbonomic.com/wp-content/uploads/Turbonomic_large_environment_0116_v2.pdf
https://www.techvalidate.com/tvid/FBC-B54-A75
https://www.techvalidate.com/product-research/turbonomic/facts/16A-4F5-CE8
https://www.techvalidate.com/product-research/turbonomic/facts/8A2-AD9-C38

Let’'s Get Started What to Expect

Continuous Optimization
Real-time actions drive continuous
performance, efficiency, and
compliance.

- 30-minute install
through VM & single
OVA file

. Improvement
actions appear
within T hour

Capacity Management

Quickly & accurately model what-if
scenarios: workload growth,
add/remove hardware, cloud costs

- Agentless . . -
Compliance & Business Policies

Easy custom policies ensure CWOM
actions abide by business and
compliance requirements.

it o2 @




When application workloads get the resources
they need, when they need them . . .

0020@

Applications - Resources Cloud Policies
continuously are efficiently spend is on are can
perform utilized budget followed iInnovate




. Abstraction
. Analysis
. Automation




Abstraction: The Supply Chain Market

SINESS
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1  Everything in the data center
IS abstracted into a supply
chain market.

'
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2  Services entities shop for the best | ©
overall price for every commodity | 7
(resource) they need to perform. ',4 '\ O
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CPU, Memory, Flow, IO, Within 1 hr.
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Analysis: Economic Supply, Demand, and Price

4 Demand Supply

« Utilization (demand/supply) determines

Price after .
demand prlce-
increase
«  Workloads/service entities make
Current scaling, placement, and capacity

Price

N |

Delay

decisions based on all the resources
they need.

v

Utilization
0% 100%



Automation: Real-time Action

Continuous Optimization Capacity Management
Real-time actions drive continuous Quickly & accurately model what-if
health: scenarios:

- Placement - Workload growth

. Sizing

. Add/remove hardware
- Provisioning Cloud t
. Cloud costs



Automation: An Action, Examined

What is the logic behind an action”



Automation: Why Move”?

Pending Actions
Move VM 10 Host
StudentBMC200
Move VM 1o Host
Student14MP7VNX
Move VM 1o Host
Student34MP7VNX

Move VM 10 Host
Studen2JMPTVNX
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Entities in Cisco CWOM are Smart Shoppers

© 2019 Cisco and/or

| am a smart
Shopper

ts affiliates. All rights reserved

| compare prices to
get the best deal

Can anyone give
me a better deal
than 3547

Wow! The rent is a lot lower
over here!

| am more profitable now that
| have lowered my cost



Entity Behavior

Entities in CWOM behave according to few simple heuristics
Shop around for resources, buy (move to) at the lowest price
Evaluate my ROI (Revenue - Expenses) and act accordingly

At Equilibrium — hold
Very profitable — expand my business
Unprofitable — contract my business

An entity does not know (and does not need to know) the whole supply
chain, just the current prices offered by all eligible providers



Basket of Goods

An entity buys a basket of goods from a provider

Example: A VM buys CPU, Mem, ReadyQueue, Ballooning,
Swapping, and many other commodities from PMs

The price charged by the provider is a function of the utilization of
every commodity in the basket

Higher Utilization = Higher Price

Because of the way pricing works, the most utilized resource
has the biggest effect on the overall price



CCWOM 2.2 Highlights

. True application-aware
infrastructure

- Dynamic optimization on HCIl—
super clusters!

. Self-managing container
platforms

- New public cloud savings with
continuous optimization of AWS
RIs

Concainerfod

APPDYNAMICS

kubernetes

: CLC JZFOUNDRY

OPENSHIFT

B, m

_ Nmiy
rEramazon

iy
LY webservices

i
cisco HyperFlex



Cloud Customers Tell Us They are Struggling to Balance
Elasticity and Rl Savings

Some Customers try to be “Elastic” Some Customers Consume the
with People and Spreadsheets Cloud in “Static” Mode
application

demand

Only Purchase Rls
for Steady State
Applications

time




Correct sizing and coordinating with Rls is incredibly

complex for even one instance
Example: AWS Instance is Over-Provisioned

Is there another workload that could fit this Rl better?

L)

Should | resize this
‘ workload and buy another

Rl for the new size?

Is there another R
available that’s a _

better fit?

Actual
Demand

RI Price

Will | maximize my discounts across my entire estate if
| leave this workload as-is, with excess resources, or if | resize?



Manually Driving the Maximum Cost Savings from RIs
- at Scale - Simply isn’t Possible

Our customers report fluctuating workload demand that they are
unable to optimally match to existing — or future — Rl purchases



New in Cisco CWOM 2.2
Continuous optimization of AWS Rl consumption - in
concert with resizing automation

The Cisco CWOM Decision Engine uses one “brain” to holistically:
1. Look at what Rls are available
2. Look at the workloads and their demands
3. Decide and action “best fit at best cost” for all workloads

» Resize up or down
 Maximize use of available RIs

« Recommend new RI purchases

Result: Continuously Maximizes Rl Savings Across the Entire AWS Estate




New Cisco CWOM 2.2

Example: Cisco CWOM decisions that are coordinated
across the estate to maximize AWS savings

Switch families
Recommend
to match to a

Resize Down new Rl purchase S 2]
Overprovisioned
Instance - Match
Actual Available Rl
Demand

Keep low demand

workload in Rl Actual Desie I
because it’s the Demand into RI =
best price
pri for best
cost




Container Projects Underway and Growing Rapidly
Management challenges, resource contention, cost over-
runs are right behind

CCWOM now optimizes

and automates container Smooth sailing
platforms Lo with
Self-Managing
Kubernetes

kubernetes

RED HAT Pivotal
G OPENSHIFT Cloud Foundry



/ @ Service

Virnual Agplcaton
}
@ Process
kubernetes e
Self-managing workloads optimize @ N
container platforms so IT organizations o 0 < et
can scale and accelerate cloud native |
. OPENSHIFT @ 2]
strategies. [
Results: |
3 Node
Minimal human intervention - no thresholds / vwmm
|
10 St st azon Resource Pool
Automated rescheduling of pods assures R eserices’ W,mm REIED el
performance
n (z) G) Hosts
Intelligent cluster scaling ensures elastic L < e - Regions
infrastructure B | LS
Full-stack control unites DevOps and vmware Mom jﬁ‘r’;age
Infrastructure ’ Fabr}l{c...

o O

Oata Cerver




The Need for Continuous Placement: Pod Rescheduling

Node 1 Node 2 Avoid Noisy Neighbor

... .. « Workload that always peaks together

Node 1 Node 2 Avoid Performance Degradation

- . . . « (CPU starvation due to node cpu congestion

Node 1

crU I :18 New Fod Avoid long pending pod
« Resource Fragmentation

Node 2
CPU |
Mem § 3




General 2.x Plattorm Enhancements

CCWOM 2.0 introduces an enhanced decision engine which will
provide the following benefits:

Greater speed in Real-Time Operations and Decisions

Significantly faster run-time for environment modeling, simulations via
plans

CPU Capacity support: now understands differences between different
generations of CPU architectures for more accurate planning and
recommendations



Industry Standard SPEC CPU Benchmark

CCWOM 2.0 understands the differences between CPU generations/architectures

Vendors publish metrics CCWOM gets periodic updates
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How to enable CPU Capacity

@ 5elect ran Cataog

U OsrircT oru Me

« To add CPU model to existing template:
« Settings 2 Templates
* Edit Template
* Toggle “Select from Catalog”
* Choose specific CPU

« Run any plan with this template

Select Processor
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IT agility =

simplified infrastructure management
+

workload performance




How do you assure performance while
maximizing efficiency and maintaining
compliance?




Documented benefits of
CWOM automated on UCS...

» 33% increase in orders per minute
o 24% better response time

Enhanced VM intelligence when...
Provisioning additional resources (vMem, vCPU)
Moving Virtual Machine
Moving Virtual Machine Storage
Reconfiguring Storage
Reconfiguring Virtual Machine

Physical Machines
Start Physical Machine
Provision Physical Machine
Suspend Physical Machine

Chassis
Provision New Chassis (recommend only)

Fabric Interconnect
Add Port to Port Channel (recommend only)
Remove Port from Port Channel (recommend only)
Add Port (recommend only)



Extend the
Supply Chain

e 10 Module

+ Fabric Interconnect (Switch)

+  Domain (Network)
e Chassis




©

Buy, sell, or hold *’3 Real-time
commodities Actions

Virtual Mackine

Chassis

* Space
« Power
+ Cooling

IO Module
* NetThroughput
« PortChannel

Fabric Interconnect

« NetThroughput o I

smrp B
o (&
Disk Array Chassis

Dana Center Netwa

@40 §0 Top

©)
O-10-i0

N

emet




How does it work together?

Data Collection Open Access Analytics Actions

Enhanced VM intelligence

4 N\
- when...
HyperVISor * Provisioning additional
+  Host compute resources (vMem, vCPU)
¢ Host memory * Moving Virtual Machine

* Ready queue * Moving Virtual Machine
LI Storage

* Reconfiguring Storage
e ) * Reconfiguring Virtual Machine

Physical Machines
Space » Start Physical Machine
Power *  Provision Physical Machine

Abstraction (Supply Chain) . . .
UEHD Analytics (Supply, Demand, Price) Suspend Physical Machine

NetThroughput Automation (Mediation) .
PortChannel Chassis

*  Provision New Chassis
(recommend only)

UCS

Fabric Interconnect

* Add Port to Port Channel
(recommend only)

*  Remove Port from Port
Channel (recommend only)

(N J » Add Port (recommend only)

N Y
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Process + Decision
Automation Automation
What to do When to do it? Why?
UCS Director ( E CWOM




End-to-end automation...

. Provision new host
. Provision new storage
. Decommission host

. Decommission storage

. Resize storage

...based on real-time
workload demand.




How does it work together?

N
4 ‘ Orchestrator

Workload Optimization Manager

Workflows

e

Discovery

Automation Policy

UCS Director

Analytics Engine

Execution
Actions

I<I<I<I







New application architectures
increase east-west traffic and
risk network congestion.

By 2020, 86% of
data center traffic
will be east-west...

Network-aware optimization
reduces latency.




Chatty VMs that
are far away from Latency

each other

{

Business Constraints Compliance

Storage Compute

Too many localized

VMs causes Congestion




Server

Chatty workloads across distances = latency.

Using telemetry data from Tetration, CWOM

VM5

@

localizes “chatty” workloads without risking host
congestion in network, compute, or storage.




Extend the
Supply Chain

©

Aoplication

/mud Matkine

G._

V-Pod

Group of VMs that frequentl
communicates

Example: multi-tier applications

x|

©

<

O

Virtual Data Center

\
O

'
9,
Ok Array

D-Pod
Group of Physical
Resources that are
closely located

Example: Servers in the
same TOR Switch or UCS
Domain

0-1@40
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Add Flow as a
Commodity

Level O: Intra-host

Flow that represents chatty \___m_

VMs in the same host

Level 1: Intra-D-Pod
Flow that represents chatty
VMs in the same D-Pod

Level 2: Cross-D-Pod
Flow that represents chatty
VVMs across D-Pods




How does it work together?

Data Collection Open Access Analytics Actions

e ™
Hypervisor

* Host compute

* Host memory

* Ready queue

* Network-aware continuous
9 ) placement

CWOM

Tetration

Flow

Abstraction (Supply Chain)
Analytics (Supply, Demand, Price)
Automation (Mediation)

© 2019 Cisco and/or its affiliates. All rights reserved Cisco Partner Confidential



Demo: Tetration and CWOM

Cisco letratien Analytics™ s
200x

faster appiication
behavior nsight

1-Click

alytics for Your Data C

.....

Click here



https://www.youtube.com/watch?v=aG1KmfAEAe8




Context

Applications the business.

gg RBS Pegon

The busiest bank branch
Is the mobile app on the
7:15 a.m. train

Education publishing
IS no longer
about text books

62%

of users have

of how well
digital services should
perform.

S|<y BETTING
& GAMING

UBER

A technology business
that happens to be in
the betting industry.

The world’s largest
taxi company
owns no vehicles
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Apps are written and architected well.

+

Apps get the resources they need
when they need them.

Workload Optimization
Powered by Turbonomic




Application performance
metrics drive better decisions
through the infrastructure.

Operations

9,

Business Applcation

AppDynamics |

Agplication
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How does CWOM

AppDynamics terminology:

Ly
>

Application data is better
than hypervisor data!

=n mn ) C

> 2019 Cis ffiliates. All righ

VM1

r Confide

make its decisions?

CWOM supply chain:

Q Business Application

Consumes from...

Application

Consumes from...

VM2

VM3

(" o

Bus ness Applccn

Extend &
Enhance
the Supply
Chain

Ouna Center

Understand app
resource utilization



Cisco CWOM Integration with AppDynamics

Application-Level Understanding Enables Trustworthy Decisions, Automation

Traditional Infrastructure Monitoring Application Aware Infrastructure

Cache

I Application is a hie2s] P°°' I I Understands application
resource utilization

Application | 5y e black box Application
VMM

CPU  Mem

Components are a Understands application
black box composition
No concept of =~ =~ =~ Understands application
application performance = ul=- W= performance
VM VM VM I— — —)




Architectural Overview

Application Metrics drive sizing, placement, and capacity actions across the stack.

Data Collection

e  Application
Topology

° Business
Application
Transaction
Discovery

° Business

application and

application
performance
metrics

° Guest OS metrics

Application Intent

J

2019 Cisco and/or

ts affiliates

AppDynamics

Seamless
Correlation of
Business and

Application Metrics

All rights reserved. Cisco Partner Confidential

Open Access

)

API

©

Analytics

.

CWOM

Abstraction (Supply Chain)

Actions

Analytics (Supply, Demand, Price)
Automation (Mediation)

A /

* Automatable

Sizing and
Placement actions

» Executable

Provisioning
actions




Benefits

Assure App
Performance

Eliminate
applications
performance risk
due to
iInfrastructure,
without over-
provisioning.

co and/or its affiliates. A

Show IT’s
Business Value

Resource decisions
In the infrastructure
are directly tied to
the performance of
business critical
applications.

rights reservec Sisco Partner Confidentia

Bridge the
App-Infra Gap

Full-stack
automation elevates
teams, full-stack
visibility provides a
common
understanding of
app dependencies.

L)

o)
F3e

Accelerate App
Migration

De-risk app
migration projects
with holistic
understanding of
app topology and
the data center
stack.



Demo Video: AppDynamics & CWOM

« Just Turbo-AppD Demo Video: https://vimeo.com/238472559



https://vimeo.com/238472559




Application Complexity is Increasing
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Storage-aware workload placement (initial and
continuous)

Storage-aware workload sizing
Resizing virtual storage

Provisioning or suspending virtual storage (ex.
datastore)

Provisioning or suspending HyperFlex compute-
only nodes (recommend only)

Provisioning or suspending physical storage (ex.
HyperFlex node) (recommend only)



How does it work together?

©

Data Collection

Hypervisor

Host compute
Host memory
Ready queue

UCS Fabric

Network 1O
Power

Cooling

HyperFlex Storage
+ |0OPS

* Latency

» Real Capacity*

2019 Cisco and/or its affiliates. All rights reserved

Open Access
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©

*Accessed from the HyperFlex APl - storage amounts with calculated compression and dedupe values.

Analytics

AN

CWOM

Dynamic adjustment
of the infrastructure
to meet changing
workload demand.

o

J/

Actions

(S

Storage-aware Workload
placement (initial and
continuous)

Storage-aware Workload sizing
Resizing virtual storage
Provisioning or suspending
virtual storage (ex. datastore)
Provisioning or suspending
UCS server (recommend only)
Provisioning or suspending
physical storage (ex.
HyperFlex node) (recommend

only)

J/




Super-Cluster Optimization

Intelligent Independent
Scaling of Compute &

Storage

Modernize at the Pace of
Your Business

Self-managing HyperFlex systems
continuously deliver predictable
performance so IT can maximize agility.




Super-Cluster
Optimization

| | VMHVMl VM v [vm| [vm| v

HyperFlex HyperFlex

HyperFlex

Cluster 1 Cluster 2

- CWOM continuously analyzes workload
consumption across HyperFlex clusters to
determine exactly when, where, and how to
move and/or resize existing workloads.

- Analysis accounts for different versions of
HyperFlex (hybrid or all-flash) so there’s no need
for storage tiering.



CWOM provides a specific
action to move the virtual
machine ‘cisco-opsmgr-1.1.3’
from host “10.0.210.54’ to host
‘10.0.210.52 to ensure
workload performance.
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23 Pending Actions

Move VM to Host

usco-opsmer-1.1.3

PERFORMANCE ASSURANC

Move Virtual Machine ‘cisco-opsmgr-1.1.3 from Host '10.0.210.54' 1o Host
'10.0.210.52', to improve workload dstribution
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34 Pending Actions

Move VM 10 Host
@ urbos 1hx G
Nowe Virtual Machine ‘turbo61hx' from Hos: 10.0.210.53 to Host 'mé-
esx1.cdnivtclsco.com' and Storage 'FNTOP', to ensure compliance with
Workload Placement:Place Pelicy/mé&-esx1.cdnivi.cisco.com
turbot1hx
VIRTUAL MADHING
1.7% 0%
12 = 118
CWOM provides a specific e e s
. . CPJ PROVISIONED SWAMING
action to move the virtual . e o
. 11 ] 4.1 4
machine ‘turbo61hx’ and
‘ ) 383.9 3.
storage ‘FNTOP’ between o I s
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4 J 4 £ g
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i+ Compute
+ Storoge : S
{ Hyperflex -
: Compute-Only -

i HyperFlex

Intelligent :

| n d e e n d e nt . HyperFlex gives customers the flexibility to scale
p compute and storage independently based on
their unique requirements.

Scaling of Compute
and Storage

CWOM scales these resources based on real-
time workload consumption, providing intelligent
elasticity in HyperFlex clusters that preempts
performance degradation.




Below, CWOM provides the action to provision a new disk array similar to ‘CCHX’ (a HyperFlex cluster) in order to assure performance.

HOME | COMK

?:Hx

©

Appicyron

'

©
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O

Dok Array

OVERVIEW DETAILS POLICY ACTIONS (1)
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"
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Pending Actions °
Prowtsion Disk Array . .
Show
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Modernize at the

Pace of Your
. - HyperFlex Systems and CWOM seamlessly
B U S | n eSS integrate with the data center you have today.

.- Quickly model “what if” scenarios as your
business grows and as you retire legacy
infrastructure.



Below, CWOM analyzes workload growth trends to determine when new hardware will need to be purchased. Note

the “Top Clusters’ highlighted and their ‘“Time to Exhaustion,” ensuring that you always have the hardware you need to

support growth.
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Below, CWOM plan results
show that workload
demand, in this case 276
virtual machines (see
supply chain on

left), on 5 legacy hosts can
be supported with 1
HyperFlex host for a one-
time investment of $9,000.
Customers get specific
before and after views in
order to make fully
informed decisions as they
modernize their
infrastructure.
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Self-service environments must
continuously perform as applications + +

are dynamically deployed into the + +++

environment. l




Performance,
cost, compliance

of new workloads o

Performance, cost,

compliance of

existing workloads




Initial workload placement on-premises

Initial workload placement across clouds™

*Future




How does it work together?

User requests
new cloud app...

9 CWOM, where
° should this workload
go”?
Cisco e
CloudCenter

CloudCenter places the
workload as CWOM

dictates

o 'l:!l'-
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CloudCenter calls
to CWOM via
APIL...

CWOM returns a
placement
action...

CWOM

Discovery

What’s the current state of the
environment?

Analytics

Where will this app get the best price for
the resources it needs?

Action

Initial placement




Demo Video: AppDynamics & CloudCenter with CWOM

Capacity

CloudCenter &

Click here



https://drive.google.com/file/d/1pabLupVM-qt4mWXJXFalgrEF49UxxmiS/view

Real-time workload placement that satisfies
resource, physical, and policy requirements

across multi-site architecture.
REST
B D)
GUI

Workload
Optimization
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CIsco |IT ..takes 2,500 CWOM actions / day to mitigate
risks

Performance afren)n, .
turt@:mnc
1,514,100 CISCO

Performance Risks / Automated:

« CPU
o 299,376 CPU Congestion
o 20,772 ReadyQueue Congestion
o 398,226 CPUProvisioned Congestion
*« MEM
o 765,832 Mem Congestion
o 3,812 MemProvisioned Congestion Tradeoffs
+ Throughput , Cost Compliance
o 6,26 NetThroughput Congestion
o 165 I0Throughput Congestion

REAL-TIME Pending Resize Actions:

» 1,607 vCPU Decreases due to Ready Queue

e 9,272 vCPU Decreases due to under-utilization
410 vCPU Increases for CPU Congestion
13,827 vMem Decreases for under-utilization

6,028 Driving Efficiency / Automated:

Compliance Risks / Automated: $2.8M Yearly Opex

S17M Capex Savings

130 TB Allocated Memory

111 TB Consumed Memory

7 TB Allocated vVMEM Reservation

32,610 Allocated vCPU’s

3,403 Consumed CPU GHz (50,911 Total)
612,000 MHz of Allocated vCPU Reservation

330 Clusters
» 323 Affinity/Anti-affinity

» 4,959 Configuration Drift 50.295 Virtual Machines
o 2,380 Violation of Storage Placement ’
o 856 Misconfigured Storage Access

o 1,723 Misconfigured Storage Cluster 4731 Physical Machines

« ESXi Management Agent could not be reached (746)




Cisco CWOM & VMware vRealize Suite

I
CISCo

"

Only vRealize Does

« Hypervisor (vSphere)

+ High-availability & Maintenance
mode (DRS)

« Virtual network config (vSwitch)

* Automated new VM deployment
and self-service (VRA)

+ Log analysis (Log Insight)

\_
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