Ansys Cloud

HPC as easy as it should be
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Cloud Market & challenges

The US cloud computing industry had total revenues of $85.4bn in 2018, representing a compound annual growth rate (CAGR) of
29.5% between 2014 and 2018. In comparison, the European and Asia-Pacific industries grew with CAGRs of 32.2% and 28.8%
respectively, over the same period, to reach respective values of $36.0bnand $20.6bnin 2018

Ansys Cloud and Ansys HFSS has solved an entire RFIC
(5.5 x 5.5mm) at 5GHz. It was impossible before the
use of the Cloud and we did it in only couple of hours.

Ansys Cloud generates over in annual savings
for each Marmon engineer using it
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What is Ansys Cloud ?

Ansys Cloud increases simulation throughput by removing the hardware barrier. Ansys is the
only Simulation Software vendor that has cloud directly integrated into our simulation software.
We have a secure, scalable and cost-effective approach to HPC in the cloud.

Key partnership:

Industry : All industries

Products: EBU / MBU / FBU / Ls-Dyna (+2021 release : Discovery, SPEOS.., CFX..) + HPC

Trends: All Trends (5G, Al, Autonomous, Digital Transformation ...)

HEl Microsoft
Hl Azure

Key Audience : IT Director, R&D Manager, Head of R&D , Cloud IT Architect, Head of Research, Engineering
Manager, Head of HPC.

4

2022 and beyond:
2021 : Extension with Ansys Cloud as the

others Ansys Products backbone for cloud-based
simulation solutions
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Why Cloud: Costs of being compute bound

How often do you “cut corners” due to your compute limitation?

40% of Ansys user base run
simulations exclusively on a

0,
Almost never, 25% Almost always, 40% laptop/desktop!

\

What are “cut corners”

* Simplifications

* Assumptions

More than half of * Fewer design points
the time, 35% * Single-physics simulations 3

* Serial simulations

2018 Survey of Ansys users

>56% less than 36 cores

HW constraints negatively impacted simulation effectiveness
for almost 75% of users

\nsys
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Impacting engineering throughput

Using Local Resources Using Ansys Cloud + Azure Resources

'

Use local machine for model setup

4
v

Use local machine for model setup

Use local machine for solving » Use for solving
8 CPU cores » 132 CPU cores
32 GBRAM > 1,056 GBRAM

Running 1 job at a time
8 hours per design point

4
v

Running 10 jobs at a time (12 cores per design point)
6 hours per design point

4
v

L 4
v

10 design points = 10 design points =

\nsys



Ansys Cloud, unleash the power! Tuned to deliver

best performance

local Computing

Ansys Hagship
Salvers

Ansys Cloud : no speed
limit |

\nsys
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The Benefits of Cloud

Increase simulation throughput
Pay for only what you use
Access the latest hardware (at scale!)
Move fixed expenses to variable (CapEx -> OpEXx)

Focus on engineering (not maintaining clusters)
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Ansys Cloud - HPC as Easy as it Should Be

Mechanical Fluent HFSS, Maxwell*, Ansys Ansys
Slwave, Icepak** Q3D (2D & 3D)* LS-DYNA*** Discovery
R . R o o ok ok
v
\nsys / Microsoft
Azure
CLOUD

Solve in the cloud directly from the desktop application

Highly optimized for Ansys solvers

Single vendor solution for SW+HW (BYO Azure coming soon)

Seven data centers worldwide

Data localized and secured

©2020 ANSYS, Inc.
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Supported Versions

= Ansys 2019 R2

= *Ansys 2019 R3

= **Ansys 2020 R1

= ***Ansys 2020 R2
m RE**Ansys 2021R1

Compute Nodes

High memory bandwidth

Large capacity RAM

High performance interconnect
* Low latency MPI
e High BW

SSD-based workingdirectory

\nsys



Ansys Cloud is HPC optimized

orkflow

Cloud access is integrated directly
from your Ansys software. With
only a few mouse clicks, you have
the power of the cloud to use as
you wish.

erformance upport

This complete solution — from solvers Ansys supports the entire

to the cloud — was developed by simulation process from hardware
Ansys for full architectureintegration. to software, from beginning to
Like a Formula 1 race car, Ansys Cloud end.

is tuned for Ansys solvers.
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Ansys Cloud workflow

Machine tipe HCArs (recommended)

uuuuuuuuuu

Monitor from app
or cloud portal

Newly added!
Visualize results . .

: - == for interactive
in the cloud cloud-based workflows

Download to
workstation

13 ©2020ANSYS, Inc. / Confidential



Talking about Security

Regions and Geographies

e Geographies are fault-tolerant to withstand complete region failure

Data Residency

e Data residency persists based on the selected region.

Data Retention and Deletion Policy

e Each customer is solely responsible for their data retention and deletion policy and procedure.

Availability

e The Ansys Cloud Service application is deployed in multiple regions to achieve high availability.

Penetration testing

e Security controls are addressed by Microsoft through their platform as a service (PaaS) . with third
party penetration test performed regularly.

Y \nsYs



Cloud Interface — Fluent/Mechanical

¢ Job management

. ST
¢ Analyticsanddashboards, S
. ® Postprocessing
Filetransfer Agentstatus . « Aob download
} Green—running ready Cloud Connectionstatus _ pp
d— d - Green-Connected Forum  Signout
- Red — Steppe Exi
- Yellow-busy - Red-not connected xitapp < Resource Usage
Account Storage Concurrent
Balance Used Jobs & Jobs
ACCOunt Estimatea Name State Start Time Finish
. Available AEUs
cloud user@ansysiesti.com IOgged n 118 GB of o/ BoltedBracketFEA Running N/A
AEU Source: 1.00TB
~ N Tjunction_CFD Running N/A
Company
BoltedBracket2019R1 Completed 117/2019 N:35:01 AM  1/17/2¢
Job Name Mnnltnrlng tjur:c r:1a71‘9. 3
: @A 5 Current Month
;eﬁ'ne/ mesh/ solve/ Jobs Jobs / Solvers Jobs / Queue
display/ parallel/ surface/
exit plot/ <witch—+n-m
File/ report/ VMumturmg tjunc_mar19 \
> (launch "tjunc,cas.gz” “tjunc.dat.gz") E % 9 = = 2 -

/file/read-case "tjunc.cas.gz"

Multicore processors detected. Processor aff X  feration v | ¥ [epsion e
Reading "\"| gunzip -c \\\"tjunc.cas.gz\\\"\ @epsilon
. . 9.38e-1
Buffering for File scan... 90064
8.00e-1

40127 mixed cells, zone 144, binary.
92893 mixed cells, zone 145, binary.
Warning: reading 4 partition grid onto 12 ca700ed|| e Honl GED fiBost
will auto partition. | - dER N
40127 cell partition ids, zone 144, 4 par
Warning: reading 4 partition grid onte 12 co600e-1
will auto partition.
92893 cell partition ids, zone 145, 4 par
204330 mixed interior faces, zone 147 bin
89064 mixed interior faces, zone 146, bin
9407 triangular wall faces, zone 27, bin
176 mixed pressure-outlet faces, zone 3
180 mixed velocity-inlet faces, zone 31
180 mixed velocity-inlet Faces, zone 3030001
4494 triangular wall faces, zone 23, hin
180 mwxed interior faces, zone 28, bina
33 nodes, binary- 20081
145233 nade Flags, binary.

- 1.00e-1 .\

2.76e-3
1

5.00e-1

4.00e-1

Iteration

Y '\nsYs



Other Features

Command Line Interface (CLI)

ANSYS Cloud CLI

Command line interface to submit jobs

Installation

Commands =

RunAedt 8
JoblInfo

GetQutpul] 1 J/rc tjuncl9l oct2.cas.gz
JobState [
deleteJob

Monitor

2 [fsolvefinitialize/hyb-initialization yes

(set-input-parameter-value "temp hot" 320)
4 (set-input-parameter-value "temp cold" 280)
set-input-parameter-value "wvel hot" 0.2

B 15 _

fsolvefiterate 50
Juecd tjuncl®l %i.cas.gz
(get-input-parameter-value "temp hot" 340)
fsolve/iterate 50
10 Jwed tiuncl®l %i.cas.gz
11 (set-input-parameter-value "temp hot" 360)
12 /fesolwve/iterate S50
13 Juwecd tjuncl8l %i.cas.gz
14 exit
1l yves

Customers can collaborate or seek help

Cloud Desktop

Share BoltedBracket2019R1 session

Y \NsY's



What’s New ? HPC Optimized

e Better

* Increased for flagship solvers
e New AEDT Configurations

\n sys Run Ansys Applications Interactively In-Browser
CLOUD e |Interactive cloud-based workstations: (O
e New HW configurations supporting Nvidia g J
e New high-core count configurations,
* Broader product coverage for interactive applications in Ansys Cloud
Ansys Elastic Pricing
)
* New “Ansys Elastic Currency” simplified pricing with a )1

— like AEUs — enables SW usage on Cloud and on prem
AND enables HW usage on Cloud

— the same as AEC (pricing, rates)
except that it ONLY enables use of cloud hardware

Y \nsYs



New geos for HW

\nsys

CLOUD

*New regions

18

Europe North

India \--‘E“c'

L

‘Central “ .
Y

R
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Azure H-Series V-Series and Ansys Cloud B Microsoft Azure

Azure H-Series VM Specifications

() (o) o) [

Workload

Optimized Memory Bandwidth | Memory Bandwidth Dense Compute Large-Memory HPC
CPU AMD EPYC 2™ Gen AMD EPYC 1% Gen Intel Xeon Platinum 1% Gen Intel Xeon ES v3
“Rome” “Naples” “Skylake” “Haswell”
R f- d H P C Cores/VM 120 60 44 16
eCO g u e TE'E'(FL'EEP‘IS)NM aTE 09TF 26TF 0.7 TF
L]
clusters adding HC e Updated benchmark data and New Memory
’ . Bandwidth 353 GB/s 263 GB/sec 191 GB/sec 82 GB/s
HW recommendations
H B a n d H BVZ Memory 4 GBfcore, 480 total 4 GBfcore, 240 total 8 GBfcore, 352 GB 14 GB/core, 224 GB

: } . * Increased flexibility for Solvers _
instances deliverin g (choose yourregion, VM type, Lobny | R 700 GB Nie 278 5A7A

Ia rge r CO nfigu rati O n S number Of nOdeS, number OfcoreS) InfiniBand 200 Gb HDR 100 Gb EDR 56 Gb FDR

e AEDT adopting new configurations s 32 6he 32 6t 16 GbE
and better based on HC

[, IRATRBANGI e seessresss . GPUs for visualization,

priCE/pe rforma nce ﬁ ‘ rendering, and remote desktops:
o>
Azure H-Series Azure N-Series
CPU-based VMs GPU & FPGA VMs Cores 6,12, 24
H—High memory NV—Graphics applications GPU kg0
M 56/112/224 GB
HB—Memory bandwidth SISy 2
Local Disk | ~380/~680/~1.5TB SSD
HC—Compute-bound — .
Network Azure Matwork + |nfiriBand (la

Y \nsYs
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New HW Configurations coming with HPC and In-Browser Interactive Client

configurations

Frequency RAM per Memory
Infra Cores pernode Peak Node Bandwidth Interconnect
"~ | Hi6r 16 3.3GHz | 112GB | 80GB/s 56 Gb/s Interconnect is up to
: Current
1| H16mr 16 3.3GHz | 224GB | 80GB/s 56 Gb/s | Configurations
1 .
mJ Memory is up to
H HBv1 60 2.55GHz | 240GB 263 GB/s 100 Gb/s
1
In I HBv2 120 3.1GHz | 480GB 350 GB/s 200 Gbs
Browser : Rel d 5
L | HC 44 3.4GHz | 352GB | 191GB/s | 100 Gb/s Yo Cores per node is up to
Nv6 6 cores, M60 GPU NA 56 GB NA In Browser only
Nv12sv3| 12 cores, M60 GPU NA 112 GB NA In Browser only

v Ansys' in-browser interactive client which avoids the firewall issues of RDP

v" New options for interactive use with HW configurations with an Nvidia GPU (NV6, NV12s_v3)
v" New high-core count interactive virtual machines (up to 120 cores on a single VM with HBv2)
v’ Broader product testing/support coverage for interactive use in Ansys Cloud

Y \nsYs



New In-Browser Interactive Client

New HW configurations with an Nvidia GPU + In-browser client

From 6-core up to

120 cores cloud-

based workstation
available in minutes

Ansys Solutions
installed and ready
to use

Performance
optimized to ensure
reduced latency

Can be used with
AEC/AHC’s and BYOL

Pre or post process
in the cloud or
complete a full

workstation solve

Seamless remote application
experience. Feels like you
are working on your local

machine.

Ansys Cloud Portal
< c O

H Apps  d Bookmarks

I\nsys / cLoup

8§ Dashboard

# Jobs

¥ Files

L' Downloads

i Applications

M Analytics

<a Company Admin

@ cloud.ansys.com/sessions/5fcab78eadffcf37fcdcd617

+ - o X
Oe % @ :

Weather Other bookmarks

Airliner / Desktop postprocess (e ) ®0h10ms6s

ficfaTicdcdsl?

€ BACK =g SHARE [fABORT [JEND SESSION = MOMITORING ' FULL SCREEN

EA «eyboard and mouse captured

[0l output.cas Parallel Fluent@a51340708000000 [3d, dp, pbns, sstiow]

Physics User-Defined Solution Results Parallel Design

Domain

Solver Models Materials Zones Model specific
Radiation... B muttiphaze... A structre... + [Hcellzones | 2 Discrete Phase
& [ oundaries i DTRM Rays...

-
[& operating condtions...
vie v Eneray {1+ Heat Exchanger. . T, Species... Wl Acoustics...

Reference Values.. —
= L3 viscous... - Discrefe Phase... More SEst B 5 Profiles... # Shell conduction...

Console | Task Page

Outline View < = ] B Mesh X

Filter Text

= Setup a
@ General
+ D Models
+ £ Materials
+ E cell Zone Conditions
+ [ Boundary Conditions
ﬂ Mesh Interfaces
=] Dynamic Mesh
[7] Reference values
+) 17, Reference Frames
fo Named Expressions
- Solution
% Methods
% Controls
% Report Definitions
+ @ Monitors
@ cell Registers
£ Initialization
+) % Calculation Adtivities
© Run Calculation
- Results
& surfaces
+) € Graphics
+ L Plots
+ 2y scene

+) [-] Animations y ol all® allallL)ny XA 5, & [ . B all ~ Oselected

O | Reports




Ansys Cloud forum

v" NEW Ul with possibility to change number of nodes, total number of
Ansys / ciovo _ cores

judd.kaiser@ansys.com

v Access the recommandation for your solver on Ansys Cloud Forum

Job Name MyJob
Region EactUS . Choosing performance-optimized hardware configurations for Fluids jobs
Machine type HC44rs (recommended) v o

Standard_HC44rs: Memory: 362GB, Storage: 700GB ) : ; ; ; ; ; ;
= - ¥ d You now have multiple options for the virtual machine types to be used for Fluids HPC jobs. In this article, we'll

Number of nodes 16 share a sampling of benchmarking that Ansys has done with the Fluent application in order to help guide you in
making these choices.

Total number of cores 704

[] bownload results after completion

Choosing performance-optimized hardware configurations for Mechanical
jobs

Ansys / covo G B O & X

judd_kaiser@ansys_com

You now have multiple options for the virtual machine types to be used for Mechanical HPC jobs. In this article,
we'll share a sampling of benchmarking that Ansys has done with the Mechanical application in order to help

Job Mame My Job

_ guide you in making these choices. The data shown in this article corresponds to analyses using the MAPDL
Analysis Static Structural (B5) M solver. For results relevant to Ansys LS-DYNA, refer to
Region EastUS v
Machine type HC44rs (recommended) v °

Standard HO44rs: Memory: 35265, Storage: 70068 Choosing performance-optimized hardware configurations for Ansys LS-

Mumber of nodes a DYNA JObS
Total number of cores 132
[ Download results after completion You now have multiple options for the virtual machine types to be used for ANSYS LS-DYNA jobs. In this article,

Show advanced options we'll share a sampling of benchmarking that Ansys has done with in order to help guide you in making these

choices.
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https://ansys.seismic.com/Link/Content/DCw29DNCKD5kq9QgT6nk3ybQ

Ansys Cloud for Mechanical

= H@ﬂheadf Ui menr
Ansys oo & w

‘ DOWNLOAD RESULTS H POST IN CLOUD ‘

H  Name Start time | State Analysis Output
2 piece mb-4 qc. 6:22.4.. | Completed Static Structural | 45.08 GB
2 piece mb-4 qc. 7:21'5. | Completed Static Structural |58 46 GB
2 piece mb-4 qc. 8:41:3.. Completed Static Structural | 63.02 GB

v'| 2 piece mb-4 qc.. 1:23... Running.. Static Structural 21012 GB

Faster Simulation Turnaround

4 |

Monitoring: 2 piece mb-4 qc bending capacity, P= ksi, M= 6 in-Ibf
(Shakedown)

- KN

X | Cum Iter - Y Time A

9.70e+0

Savings in Installation & Well
Downtime

9.00e+0

8.00e+0

7.00e+0

6.00e+0

5.00e+0

4.00e+0

3.00e+0

2.00e+0

1.00e+0

7.00e-2"™-
1 100 200 300 400 471

“Ansys Cloud has been a game-changer from a productivity standpoint. ... Ansys Cloud has reduced the
time of each job from 20-25 hours to only 2-4 hours.”

Tim Marvel, P.E.
Vice President, Business Development & Technology

\nsys



HFSS and Ansys Cloud \nsys Here

CLOUD

It was , until t’s -a Chip Solved in HFSS and Cloud!

v Compute cores used: 704 cores (Intel Xeon
Platinum 8168, Azure “HC” machines)

v' RAM: 2.6TB

v Mesh size at adaptive pass 15:23.5M
Tetrahedronand 93M unknowns

v’ Initial Mesh Time: 1h55m

Ansys HFSS has solved an entlre RFIC v’ Adaptive Mesh Time: 29h47m
i (5.5x 5.5mm) at 5GHz
o v 16-node HC VM in Ansys Cloud gives massive

RAM to solve a huge problem in HFSS for
companies designing RFIC's.

.,
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HFSS Layout automated IC- Ansvs Cloud on "It is so rewarding to see a problem of this size and
specific meshing in Ansys HFSS Microsoft Azure complexity solved on Azure, putting this level of HPC
power in the hands of engineers when they need it the
most.", says Merrie Williamson, Microsoft VP Azure
Apps and Infrastructure.

Y \nsYs
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https://techcommunity.microsoft.com/t5/azure-compute/it-was-impossible-until-now-computational-electromagnetic/ba-p/1878848
https://www.ansys.com/products/electronics/ansys-hfss
https://azuremarketplace.microsoft.com/en-us/marketplace/apps/ansys.ansys_cloud

What Customer’s are Saying

« Our collaboration brings together Azure’s compute and IloT capabilities with Ansys’ simulation
m . excellence to help businesses across industries transform at scale. During a time when autonomous
Ol M |CrOSOft systems are on the rise, Ansys will enable cloud engineers to increase productivity and accelerate the

delivery of innovative solutions.”
Scott Guthrie, Executive Vice President, Cloud + Al at Microsoft

"As a strategic partner and customer of both Microsoft and Ansys, our engineering teams will accelerate their product
development processes with these dynamic new cloud capabilities. Adding Ansys Cloud to our existing technology

ROCkwe“ infrastructure sped up our simulations by 50% and we have solved larger problems with more accuracy. Together, we
A“'I'o m a-l-ion are boosting engineering productivity and driving top-line impact, even while our engineers work from home.”
Scot Tutkovics, vice president, engineering operations,
Rockwell Automation

Y \nsYs
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What Customer’s are Saying

“Marmon Holdings, a global industrial organization comprising 10 diverse business sectors and more
than 100 autonomous manufacturing and service businesses, is adopting Ansys Cloud to make Ansys

M.AF?.MD.N simulation technology readily available to its engineering community. On-demand access to HPC via
l l ‘ Ansys Cloud will provide Marmon's engineering teams with simulation capacity exactly when and where
it is needed.” Jeff Garascia, Chief Innovation Officer

Air Conditioning & Heating

"The Ansys Cloud service built into Ansys Mechanical provides intuitive, easy-to-access to HPC directly
from the application. For large, high-fidelity models, Ansys Cloud reduced our solve times by 5-6X and

LEAR.

CORPORATION

©2020 ANSYS, Inc. / Confidential

cut the entire simulation workflow by half."
Marcos Blancho, Mechanical Simulation Engineer



What Customer’s are Saying

“Ansys Cloud Compute is intuitive to use and integrates seamlessly into our Fluent workflow. Using an
internet browser to check job status, view convergence plots, and pause or stop jobs we had more

c control of our simulations than with other cloud services, and this made our computational work much
more efficient.”

Adam Kline-Schoder, Flight Data Analyst

to calculate large and complicated geometries within hours, instead of

“Cloud computing is the new standard for engineering analysis. Ansys Cloud provides an easy-to-use
T U option for quick access to cloud HPC directly from within Ansys applications. This is especially useful for
e businesses with variable simulation workloads.”

Bert Blocken, Professor

\nsys
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"We are and always will be partner led”

Microsoft and Ansys Partnership satya Nadella, CEO Microsoft

\nsys

CLOUD 5G Planning
N
r%% . oy @I/
STEM & e-learning Al/ML Digital Twins

* Microsoft partnershipis key to Ansys’ digital transformation strategy
* Microsoft Azure selected for the Ansys Cloud platform
* Ansys Cloud services are foundational for all cloud-based applications

Y \nsYs



Ansys Cloud FREE Trial

Ansys
30-Days - 1000 Ansys Elastic Currency Tokens y

CLOUD

CAREERS ~ ACADEMIC  CUSTOMERPORTAL RESOURCELIBRARY BLOG

Solvers supported: MAPDL, Ansys LS-
DYNA, Fluent, and AEDT

What is included?
- Access to all machine configurations

PRODUCTS SOLUTIONS SERVICES SUPPORT ABOUT ANSYS FREETRIALS @ Q

/Ansys

- VDI - remote desktop access CLOUD
- 1TB Storage
_ Cloud Forum HOME PRODUCTS PLATFORM ANSYS CLOUD TRY ANSYS CLOUD WITH A FREE TRIAL!

Ansys Cloud provides current Ansys Mechanical, Ansys Fluent and Ansys Electronics

- CI O u d p O rta I Desktop users with easy access to on-demand high-performance computing (HPC) in the

cloud from within Ansys desktop applications. Without involvement from your information

technology team, Ansys Cloud helps you solve with maximum computing power, slashing

- CIOUd‘based post-processor your time to solution.

With an Ansys Cloud trial, you can experience running Ansys simulations in the cloud at no

_ 2 4/7 S u p p o) rt cost. Your trial includes a free 30-day subscription to Ansys Cloud service and 1,000

for leveraging Ansys solvers and cloud hardware.

Request your free Ansys Cloud

trial today! = www.ansys.com/cloud-trial
rial today!

A ' \nsys




Bring your own Benchmark !!

Run your own

benchmark to Measure your
Define your use Request a Cloud compare local saving and send us
case free trial computing the result to get
performancevs some advice
Cloud.

: HFSS Frequency Sweep Extraction Scaling Benchmark

Hardware Server

Cores 16 16 32 128 256
RAM (GB) 256 224 448 1800 3600
Totaltime 3:42:13 2:15:59 1:58:28 1:15:00 1:10:23

Y \nsYs



Follow us on Social !

Ansys Platform

er Software - 304 followers

Cor

Ansys solutions enable next-generation digital product development

it website [
I Home

Affiliated pages

Ansys

About transformati ~
: tion to broader P Ansys Fluids

ples all Computer Software
Videos 489 followers

See all +/ Following

Platform

Ansys Structures
Computer Software
12,728 followers

@ Images  Documents  Videos  Ads

. Ansys Platform
@

Listen this very nice podeast hosted by Microsoft Azure ™ and @ Andrew Byers Ansys 3D Design
>

V Following

from Ansys featuring the #Cloud Computer Software

6,581 followers

I: Submitting a Batch Solve from Ansys Fluent with Ansys Cloud
1 %

What is Ansys Cloud?

What is Ansys Cloud? - Legacy

Ansys Cloud

»

Q-

Cloud HPC

ANSYS Cloud: Product Overview Video
: o
| 4 7 ANSYS Cloud: A Quick Demonstration
I %

SUBSCRIBE

©2020ANSYS, Inc.

 Following =ss

146 followers in your network

ﬁ- ANSYS Cloud used by Eindhoven University of Technology for Easy Access to On-demand

Confidential

Follow us on

LinkedIn

Subscribe to our

You({[[%3 Channel

\nsys


https://www.linkedin.com/showcase/ansys-platform/?viewAsMember=true
https://youtube.com/playlist?list=PLQMtm0_chcLz1rwH-cnrpUeS1Z7BUoAb6

\nsys
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Pricing & Packaging

Ansys Cloud
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Ansys Elastic Currency/ Ansys Managed Hardware Solution

Ansys Elastic Currency (AEC) Ansys Managed Hardware Solution(AHC)
AEC can license SW, HPC and HW AHC can license Ansys Cloud Hardware
e SW+ HPC + HW workflow on Ansys Cloud * BYOL* + HW workflow on Ansys Cloud
e SW + HPC workflow on your existing hardware
Ansys Ansys
Cloud Cloud
Ff======" I
—‘ NN, : |
gg |+ " [+ D= (B =
ag |*| " |* CE in == =
e

SOFTWARE HPC HARDWARE HARDWARE *BYOL = Bring Your Own License

v’ Successor to Ansys Elastic Unit (AEU): Similar cost, simplified pricing, and no WAN uplift

v AEC: Ansys Elastic Currency: Enables SW usage anywhere AND enables HW usage on Ansys Cloud
v" AHC: Ansys Managed Hardware Solution: Same rates as AEC but focus HW usage on Ansys Cloud
v All new sales will be AEC/AHC. AEUs remain supported through end of term.
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Packaging and Hourly Rates

Ansys Elastic Currency (5000) = 5000 AECs OR Ansys Managed Hardware Solution (5000) = 5000 AHCs
— — Ansys Elastic Currency (AEC)
Ansys Managed Hardware Solution (AHC)
Consumption Rates for HW Consumption Rates for SW and HPC
Node Type Col\rlisc:;er RAM {’;I;)NOde GPU Target Physics Horrcl,:;a - Workload Currency Product Category Hourly Rates Currency
Hardware Licensing Software Licensing

H16r 16 112 - Fluids $1.77 Batch AHC|AEC Geometry Interfaces 52.5 AEC
H16mr 16 224 - Mech, Elect $1.93 Batch|Interactive AHC|AEC Optimization 55 AEC

HC 44 352 - All $7.14  Batch|Interactive AHC|AEC Pre/Post & 3D Design 510 AEC

HB 60 240 - Mech, Fluids $5.14 Batch AHC|AEC Solvers S20 AEC
HBv2 120 480 = Mech, Fluids $8.12  Batch|Interactive AHC|AEC HPC Licensing

NV6 6 56 M60 All $2.36  Batch|Interactive AHC|AEC HPC (n cores) $int(5*n"0.57) AEC

NV12sv3 12 112 M60 Al $2.80 Batch|Interactive AHC|AEC

*The Node Hourly Rates values vary by region (see ). \n sys

©2020 ANSYS, Inc. / Confidential


https://www.ansys.com/footer/terms-and-conditions/elastic-licensing-terms

The New Nodes, Clusters and Supported Solvers

Hi6r 16 112 4 64 448 YES YES

Hi6mr 16 224 4 64 896 YES YES YES

HC 44 352 16 704 5,632 YES YES YES YES YES
HBv1 60 240 16 960 3,840 YES YES YES

HBv2 120 480 8 960 3,840 YES YES YES YES
NV6 6 56 1 6 56 YES YES YES
NV12sv 12 112 1 12 112 YES YES YES
3
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HPC Nodes in Ansys Cloud Full Price List (/i)

Ansys Elastic Licensing - Hardware Consumption Rate Table

Version 5.0
Cores per Node 16 16 44 60 120 6 12
RAM per Node (GB) 112 224 352 240 480 56 112
GPU - - - - - M60 M60
Target Physics for HPC F M, E All M,F M,F - -
Target Physics for Interactive - All All - F All All
Europe North 1.97 2.15 1.89 2.48
Europe West 2.09 2.28 6.42 4.62 9.59 2.13 2.92
India Central 2.02 2.21 3.27
Japan East 2.32 2.53 7.17 8.14 2.46 3.24
US East 1.83 2.00 4.94 3.56 7.38 1.78 2.34
US North Central 1.83 2.00 1.78

US South Central 7.14 8.12 2.36 2.80
US West 1.97 2.15 2.34
US West 2 6.49 7.38 2.34

*AEU (Ansys Elastic Unit) consumption rates are 0.4 times the AEC/node/hr values above.
**For Electronics, Small =1 compute node, Medium = 2, Large = 4, XLarge = 8, and XXLarge = 16.
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https://www.ansys.com/footer/terms-and-conditions/elastic-licensing-terms
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CFD Benchmark — Electric Motor Case

¢ 18 M Hybrid Conformal Mesh i
e Maxwell losses input as volumetric sources

155.0
145.0
135.0

e Steady-state analysis

¢ Realizable k-e turbulence model

85.0

e Coupled Solver, Least-square cell-based gradients
¢ 1000 iterations

e 4 cores

e Intel® Xeon® CPU E5-2630v3 @2.40GHz, 512 GB
e Hardware is about three years old

e Wall clock time: 9.7 hours

e Eight compute nodes, 110 GB per node
e 112 cores provided to Fluent
e Wall clock time: 31.6 minutes

e 18X faster on Ansys Cloud than standard desktop
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HFSS Frequency Sweep Extraction Scaling Benchmark 2020 R1

Hardware Server
Cores 16
RAM (GB) 256
Initial mesh time 0:02:53
IM Speed 1.00
IM memory (GB) 0.5476
Adaptive mesh time 1:12:39
AM Speed 1.00
AM memory (GB) 57.32
frequency sweep time 2:26:41
FS Speed 1.00
FS memory (GB) 168.5
Totaltime 3:42:13
TotalSpeed 1

Simulation specifications

eMedium sized problem

eNumber of excitations: 8

eTotal tetrahedra: 803k
eMatrix size: 5.3M

Small
16
224
0:02:09
1.34
0.588
0:52:34
1.38
49.88
1:21:16
1.80
148.7
2:15:59
1.63

Medium
32
448
0:02:06
1.37
0.5866
1:00:05
1.21
49.26
0:56:17
2.61
291.4
1:58:28
1.88

Large
128
1800
0:02:10
1.33
0.5938
0:50:41
1.43
72.87
0:22:09
6.62
1162
1:15:00
2.96

Frequency sweeptime
vs. Ansys Cloud cores

eFrom 3 hours 42 minto 1 hours
and 10 minutes with Ansys
Cloud

X-Large
256
3600
0:02:06
1.37
0.5894
0:54:14
1.34
99.67
0:14:03
10.44
2323
1:10:23
3.16

30 (mm)

3.2x faster!
2 hrs. 31 min time savings!
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AEDT Icepak Scaling Benchmark 2020 R1

i
Simulation Icepak solution time i /,;57/ ‘
specifications vs. Ansys Cloud cores I{fjgi} ;,’é?’/
eMedium sized problem *From 42 min to 29 =
eNumber of excitations: 1 minutes with Ansys Cloud
eTotal cells: 335k
Hardware Workstation Small Medium Large X-Large I
Cores 4 16 32 128 256 1 .5)( faSte r:
RAM (GB) 64 224 448 1800 3600 13 min time Savings!
Total Time 0:41:56 0:34:25 0:29:17 0:28:38 0:40:13
Memory (GB) 4.29 4.29 4.29 4.29 4.30
Total Speed 1.00 1.22 1.43 1.46 1.04
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HFSS Frequency Sweep Extraction Scaling Benchmark

Simulation
specifications
eMedium sized problem
eNumber of excitations: 8

eTotal tetrahedra: 700k
e Matrix size: 3.3M

Frequency sweeptime
vs. Ansys Cloud cores

eFrom 16 hours to 1.5 hours

with Ansys Cloud

=P

Hardware Workstation Small Medium Large

Cores 4 8 16 32 64 128

Initial mesh time 00:04:00 00:03:59 00:04:06 00:03:57 00:03:56 00:04:05

IM Speed 1,00 1,00 0,98 1,01 1,02 0,98

IM memory (GB) 1,632 1,633 1,632 1,63 1,631 1,631

Adaptive mesh time 00:29:58 0:25:52 00:24:53 00:34:10 00:30:56 00:32:52%
AM Speed 1,00 1,16 1,20 0,88 0,97 0,915
AM memory (GB) 39,95 39,83 41,78 42,71 55 56,36
frequency sweep time 15:31:30 09:36:49 05:17:51 02:53:45 01:22:52 01:00:00

FS Speed 1,00 1,61 2,93 5,36 11,24 15,53

FS memory (GB) 107,8 106,4 154 265,2 735,2 1130

Total time 16'05'28 10:06:40 05:46:50 03:31:52 01:57:44 01:36:57

Total Speed 1,59 2,78 4,56 8,20 9,96

18
16
14
12
10

o N B OO

Frequency Sweep Speed

10 15 20 25 30 35
Core Multiplier (Four Cores Baseline)
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HFSS Benchmark — Intel Galileo Test Board

e Number of excitations: 44

e Total tetrahedra: 5.7M

e Matrix size: 35.6M

e Total shared memory: 323.6 GB

e 32 cores, 512 GB RAM
e Total adaptive mesh time: 8:28:27

Final adaptive pass matrix solve time: 01:02:43

Eight compute nodes

e 16 cores and 220 GB per node

Total adaptive mesh time: 4:54:52

Last adaptive pass matrix solve time: 00:30:22

e 2X faster than big workstation
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Ansys Cloud Security Overview

The systemis segmented using individual firewalls and private
subnets to ensure confidentiality and integrity.

Azure is organizedinto regions and
geographies (Geos). Geographies
are fault-tolerant to withstand
complete region failure through
their connection to Azure’s
dedicated high-capacity
networking infrastructure.

Regions and Geographies

Ansys Cloud will not store customer
data outside the customer-specified
Geo. Dataresidency persists based
Data Residency on the selected region. Account
informationis storedin Azure Active
Directory B2C and is fully GPDR

compliant.
Ansys Cloud will not delete any data
onan active account’s behalf, and
mh 23030 therefore there is no data retention . . .
&l ﬁi’!{‘i“‘ il and deletion requirement. Each Data Retention and Deletion Policy { %
¢ 4B TR ) customer is solely responsible for y@

their data retention and deletion
policy and procedure.
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ml Microsoft
Hl Azure

Ansys Cloud Security Overview

The Ansys Cloud Service application is
deployed in multiple regions to
achieve high availability.

In case of service interruption no
o—_l_ Availability critical data is lost due to replication.
T—O In case of a hardware failure Azure will
restart the Ansys Cloud service

automatically on another hardware
system. In case of a region outage our
secondary backup region will take over
and continue to serve the application.

Security controls are addressed by
Microsoft through their platformasa
service (PaaS). For example, anti-
malware and system security updates
are both addressed automatically by
Microsoft, with third party penetration
test performed regularly.

Penetration testing
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Ansys Cloud Security Overview

Architecture and data flow

All data, both in motion and at rest, is end-to-end encrypted. The encryption key pair is
fully managed (with automatic key rotations) by Ansys authorized personnel for the end
user by storing the public and private key in the Azure Key Vault. Only the Ansys Cloud
application can access the key vault.

All access to Key Vault is controlled and audited on a periodic basis. To ensure data
confidentiality, all simulation dataare encrypted usinga key pair (AES 256 based)

Client Internet Application Storage
AD B2C Cosmos DB
| & .
ANEYE Pmldums 1,2 2 Ansys 3.7 Azure 4 5,6 Blob
orta
Agent Cloud Batch E oS
8 =) 2
1. L‘Jgiﬂ_ _ _ 2 5. Run solver on VM. Write logs to blobs
2. Submit job and upload input data 6. Upload final result to blobs
1. LISHLE prol Key Vault 7. Delete jobs, pools, VMs
4. Download input data from blob E : 8. Download result files to local client
Supported standards:
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https://ansys.seismic.com/Link/Content/DCwdji8wWyz0ykOqTahOqzOQ
https://ansys.seismic.com/Link/Content/DCwdji8wWyz0ykOqTahOqzOQ
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